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Abstract. When gathering information to make decisions, individuals often have to delay 
making a decision because the process of gathering information is interrupted, and the indi-
vidual is not yet ready to make a decision. The paper considers a model of choice deferral 
based on time-varying search costs, potentially based on search fatigue, in which indivi-
duals have to strategically decide whether to defer choice when information gathering is 
interrupted, taking into account the current available information, and when they will be 
able to resume gathering information. We find that individuals are more likely to defer 
choice when information gathering is interrupted less frequently, when individuals can 
resume gathering information sooner, and when they discount the future less. We also con-
sider the case in which individuals incur costs of restarting a process of information gather-
ing and cases in which the individual has greater or less information about the extent of 
search fatigue. The paper also considers optimal pricing, user interface design, and retarget-
ing decisions, and it shows how they should respond to the length of consumer browsing 
sessions and gaps between browsing sessions. The paper illustrates the importance of 
modeling fatigue and interruptions in the search process.

History: Anthony Dukes served as the senior editor. 
Supplemental Material: The online appendix is available at https://doi.org/10.1287/mksc.2023.0275. 
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1. Introduction
When gathering information to make decisions, an indi-
vidual often has to delay making a decision because the 
process of gathering information is interrupted, and 
the individual is not yet ready to make a decision. This 
interruption can be caused by time-varying search 
costs, potentially based on search fatigue. When infor-
mation gathering is interrupted, individuals have to 
strategically decide whether to make a choice based on 
current available information or defer choice until they 
have a chance to gather further information. Choice 
deferrals often occur in the health, food, financial, enter-
tainment, and general consumption domains.

Consumers may search for information extensively 
before making a purchase, and there can be multiple 
interruptions to the search process as consumers engage 
in nonshopping-related activities, such as answering 
phone calls or clicking on online ads and browsing 
information about other products. For example, when 
shopping for digital cameras, consumers, on average, 
search for information over six browsing sessions that 
span 15 days before making a purchase (Bronnenberg et al. 
2016). The interruption could be based on search fatigue 
increasing the search costs, based on consumers being dis-
tracted during the search, or because the consumer has to 

perform another task, which temporarily increases the 
opportunity costs of searching for product information (Li 
et al. 2020). Consumers then restart their search processes 
when they recover from search fatigue or when opportu-
nity costs decrease. A research survey by Autobytel, a 
large internet automotive marketing services company, 
shows that more than 70% of U.S. online searchers have 
experienced search engine fatigue, which drives them 
to distraction during car searches.1 Consumers become 
impatient or frustrated during the search, and many of 
them leave their computers without finding the informa-
tion. Related phenomena, such as decision fatigue and 
daily deal fatigue, have also raised significant attention 
from the popular press and companies.2

There is evidence of consumers’ time-varying search 
costs. Using individual-level online click data, Kou-
layev (2014) and Ursu et al. (2023) find that consumers’ 
search costs increase as they search more. In addition, 
Ursu et al. (2023) find that time-varying search costs 
have significant impact on the number of searches and 
the choice probability. They find, additionally, that 
fatigue reduction (the time-varying part of the search 
cost) has a larger impact on market outcomes than a 
base search cost reduction (the time-invariant part of 
the search cost). The impact of time-varying search 
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costs also depends on the consumer’s likelihood of 
returning to search after an interruption as indicated 
by the finding that larger and more popular websites 
(to which consumers are more likely to return after 
interruption) suffer less from high fatigue levels. The 
patterns of search fatigue and interruptions can also 
vary across channels and product categories. For exam-
ple, in e-commerce, consumers spend less time and 
view fewer pages per browsing session on mobile 
devices than on desktop computers, and each session is 
less likely to result in a purchase.3 These statistics also 
vary across industries.4 Thus, it is crucial for firms to 
understand how search fatigue and interruption affect 
consumer behavior.

When the search process of a decision maker (DM) is 
interrupted without having yet sufficient diagnostic 
information, the decision maker has to decide whether 
to defer the choice. The decision maker can use the 
available information to decide right away or delay the 
decision until a future time when the decision maker is 
again able to search for information. For example, the 
consumer starts gathering information about a product 
online and then receives a phone call from the boss 
about some new work task. The consumer can choose 
to either purchase the product right away given the 
available information or delay choice until the con-
sumer has a chance again to look for information after 
finishing the phone call and potentially, the new tasks. 
Interruptions can also occur in offline shopping when 
after shopping for a while, the consumer may have to 
leave the store at some point without having made a 
decision.

These interruptions to a decision maker’s search pro-
cess are largely ignored in models of consumer search. 
One possible reason is that although it is obvious that 
consumers also spend time on nonconsumer-related 
activities, it is not obvious that explicitly modeling a con-
sumer’s time spent on nonconsumer-related activities 
provides meaningful implications for the consumer’s 
search and purchase behavior. In order to consider the 
possibility of search interruption and choice deferral, we 
formulate a model in which an individual gathers infor-
mation gradually to decide whether to adopt an alterna-
tive. The individual can be either in a state of low search 
costs or a state of high search costs and move across 
states at some hazard rate. In the consumer setting, these 
hazard rates could be relatively high for online shop-
ping as consumers could frequently start and stop 
browsing sessions but be lower for offline shopping, 
especially if it is a store that is of difficult access. To sim-
plify the analysis, we consider that the individual has 
zero search costs in the low-search-costs state and very 
high search costs in the high-search-costs state. Thus, 
the individual gathers information when she is in the 
low-search-costs state and prefers not to gather informa-
tion when she is in the high-search-costs state.

When gathering information (that is, in the low- 
search-costs state), the individual makes a choice if the 
individual obtains sufficiently diagnostic information. 
Suppose an individual has not gathered sufficient 
information to make a choice before the moment when 
the search costs increase; then, at that moment, the 
individual has two options. The individual can either 
defer choice until she can resume gathering informa-
tion at low search costs or make an immediate choice 
using current information.

In order to obtain strategic effects at the time when 
the search process is interrupted, we consider that the 
individual either discounts the future or has a fixed 
cost of restarting the search process. Either of these pos-
sibilities leads the individual, at the time when the 
search costs increase, to potentially decide not to defer 
choice, even though the individual has not made a 
choice up to that point, a phenomenon that is termed 
choice closure in the paper.5 The individual may decide 
to make a choice then (i.e., choice closure) because even 
though the individual has not yet received sufficient 
positive information, the current evaluation is close 
enough such that it is better to make the choice now 
than to wait for the search costs to come down again. If 
there is neither discounting nor fixed costs of restarting 
the search, individuals would just defer choice auto-
matically when the search costs increase. The strategic 
decision between choice deferral and choice closure is a 
novel result of the paper.

We find that individuals are more likely to defer 
choice when information gathering is interrupted less 
frequently, when individuals can resume gathering 
information sooner, and when they discount the future 
less. When individuals can resume gathering informa-
tion sooner or when individuals discount the future 
less, future information becomes in expectation more 
valuable when evaluated at the time when the deferral 
decision is made, and so, individuals defer more choice. 
When information gathering is interrupted more 
frequently, individuals know that when they resume 
gathering information, they will again be interrupted 
quickly, therefore leading to a lower payoff from defer-
ring choice. Seen the other way, individuals do more 
choice deferral when information gathering is inter-
rupted less frequently. In terms of choice closure, we 
find that the extent of choice closure increases when 
information gathering is interrupted less frequently, 
when interruptions last longer, and when the indivi-
duals discount the future less.

If the interruption to information gathering is caused 
by search fatigue, then as the individual does more 
search, the individual may be aware that she is getting 
more tired of search over time. To capture this, we con-
sider an extension with three states. The individual 
moves from the fully rested search state to the fatigued 
search state, from the fatigued search state to the 
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no-search state, and then, from the no-search state back 
to the fully rested search state. The individual expects 
information gathering to be interrupted sooner in the 
fatigued search state than in the fully rested search 
state, reflecting her awareness of search fatigue. We 
show that the individual’s choice deferral and choice 
closure behaviors are similar to those that we find in 
the main model. We also find that the individual 
requires less positive information to make a choice in 
the fatigued search state than in the fully rested search 
state, and the extent of this reduction is greater when 
the rate of fatigue is higher and when the individual 
discounts the future less.

We also consider the case in which individuals incur 
costs of restarting a process of information gathering.6
In that case, we do not need discounting for the choice 
deferral decision to be strategic. This case could be 
important empirically as the extent of time discounting 
between different opportunities to gather information 
may be relatively small (for example, days). The exis-
tence of costs of restarting the information-gathering 
phase can be seen as a possibility that leads to significant 
strategic effects at the time when the choice deferral 
decision is made. The model endogenously generates a 
distribution of consumer behavior for each search ses-
sion, from buying before being fatigued, choice closure, 
and choice deferral to quitting the search process. We 
also discuss how the model can be applied empirically.

We also derive a firm’s optimal pricing strategy 
given the individuals’ choice deferral behavior. If the 
initial expected value of adopting the alternative is 
low, the firm sets a price such that the consumer does 
not adopt it before gathering some information. In such 
a case, we find that the optimal price should be higher 
when the speed of information gathering is greater, 
when information gathering is interrupted less fre-
quently, when the individuals can resume information 
gathering sooner, and when the individuals discount 
the future less. We also find that these comparative 
statics are reversed if the initial expected value of 
adopting the alternative is sufficiently high. These 
results show how firms should use data on consumer 
browsing sessions to determine price and provide 
managerial implications on how price should change 
following other interventions to reduce search fatigue 
or restart consumer search sooner, such as redesigning 
user interface, ad retargeting, email marketing, and 
push notifications.

Explicitly modeling search fatigue and interruptions 
also allows us to capture a new type of pricing strategy. 
When the initial expected value of adopting the alter-
native is in an intermediate range, the firm does not 
want consumers to buy without search because the 
firm would have to charge too low of a price for consu-
mers to do so. The firm also does not want consumers 
to search for too long because delaying the purchase is 

costly when the initial expected value of adopting the 
alternative is not too low. The firm optimally charges a 
price such that consumers would search initially but 
would not defer choice when search costs increase as 
long as the expected value of adopting the alternative 
is close to the initial value. Thus, the firm takes advan-
tage of the consumers’ choice closure behavior to 
incentivize a limited amount of search. Such pricing 
strategy does not exist in the benchmarks that do not 
explicitly model search fatigue and interruptions.

In addition to pricing, we also consider other mana-
gerial decisions that affect consumers’ search environ-
ment. In particular, we study user interface design and 
retargeting. Firms can design the user interface to 
make the search process more or less likely to be inter-
rupted. Existing research has made valuable contribu-
tions to understanding the impact of search frictions on 
firm profits. Ursu et al. (2023) shed light on how 
increased search fatigue can present challenges for 
firms, whereas Ngwe et al. (2019) identify potential 
benefits from higher search frictions.7 By considering 
both choice deferral and choice closure, our approach 
aims to integrate these perspectives and offers a more 
comprehensive understanding of these varied findings. 
On the one hand, a higher rate of search fatigue keeps 
the consumer in the search mode for a shorter period, 
which is bad for the firm. On the other hand, it incenti-
vizes the consumer to adopt the alternative more easily 
because of choice closure, which is good for the firm. 
We characterize when firms prefer a higher rate of 
search fatigue and when they prefer a lower level of 
search fatigue. A similar mechanism plays a critical 
role in firms’ retargeting decisions. We show that coun-
terintuitively, retargeting may backfire and hurt the 
firm, even if it is costless, because it may reduce the 
positive effects of consumers’ choice closure behaviors.

There is substantial work documenting the existence 
of choice deferrals by individuals because of the inabil-
ity to make a decision (see Anderson 2003, Scheibeh-
enne et al. 2010, and Chernev et al. 2015 for reviews). 
This work has characterized the causes for choice 
deferral and its consequences. For example, this work 
has investigated the role of dominance relations, option 
desirability, attribute commonality, and attribute align-
ability on choice deferral (e.g., Tversky and Shafir 1982, 
Dhar 1997, Gourville and Soman 2005, Chernev and 
Hamilton 2009) and that the option of choice deferral 
may affect individual choices and affect behavioral 
effects (e.g., Dhar and Simonson 2003). Bhatia and Mul-
let (2016) consider a sequential learning model with the 
possibility of choice deferral, which provides an expla-
nation for several of the behavioral effects obtained. A 
significant explanation for not choosing has been choice 
overload (the existence of too many options may deter 
choice), which can also been seen as deferral of choice. 
Examples of work providing explanations for this effect 
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of choice overload include Kamenica (2008), Villas-Boas 
(2009), and Kuksov and Villas-Boas (2010). In this 
paper, the existence of multiple alternatives is not going 
to play any role, and the decision of choice deferral 
comes from the difficulty of the decision being made 
and from time-varying search costs (or alternatively, 
time-varying information gained). In contrast, much 
less attention has been paid to choice closure, which 
speeds up consumers’ decision making when search 
costs increase. We show that this choice closure effect is 
important in guiding a firm’s pricing and search inter-
vention decisions.

In relation to the existing literature, a significant 
innovation of this paper is to formally consider future 
choice opportunities once choice is deferred. That is, 
although in the existing literature, choice deferral is 
considered as no choice, here we formally consider the 
possibility of future choices when the individuals have 
again a chance to search for information. This formula-
tion allows us to study choice deferral and choice clo-
sure as strategic decisions, and as applications, our 
study shows how optimal pricing, user interface design, 
and retargeting decisions in e-commerce should depend 
on the lengths of consumer browsing sessions and the 
gaps between browsing sessions.

The remainder of the paper is organized as follows. 
The next section introduces a base model of choice 
deferral with discounting. Section 3 presents the analy-
sis and results of the consumer’s search problem. Sec-
tion 4 discusses optimal pricing. Section 5 examines 
marketing activities that affect the search environment. 
Section 6 considers two extensions to the main model, 
taking into account the effect of consumer awareness of 
search fatigue and the possibility of start-up search 
costs. Section 7 concludes. The Online Appendix col-
lects the proofs of the results.

2. The Model
A decision maker is gradually collecting information 
about whether to adopt an alternative. Suppose time is 
continuous. The DM can be either in a “search” mode 
or in a “no-search” mode. In the search mode, the DM 
has zero search costs, whereas in the no-search mode, 
the DM’s search costs are sufficiently high such that the 
DM does not search for information.

Whether the DM is in the “search” mode or in the 
“no-search” mode is exogenous. If the DM is in the 
search mode, the DM moves to the no-search mode 
with a constant hazard rate of λ: If the DM is in the 
no-search mode, the DM moves to the search mode 
with a constant hazard rate of β: When the DM is in the 
search mode, the DM updates the expected value of 
adopting the alternative and can choose to adopt the 
alternative at any time. In the no-search mode, the DM 
does not receive any information. At the instance when 

the DM moves from the search mode to the no-search 
mode, if the DM’s beliefs about the alternative are not 
sufficiently high, the DM may choose to defer choice 
until the DM is again in the search mode.

This setup captures the idea that the DM sometimes 
has the ability to search for information and other times 
cannot search for information. This can also be inter-
preted as search fatigue as the DM suddenly has high 
search costs after some periods of information gather-
ing, stops getting information on the alternative, and 
decides to delay making a choice until the DM has a 
chance again to learn more information about the alter-
native (the DM gets sufficiently rested such that the 
DM returns to the search mode). Another interpreta-
tion is that instead of higher search costs, search fatigue 
makes additional search uninformative, so the DM has 
to rest for some periods before gathering information 
again.

At each moment in time, the DM has some expected 
value of the payoff of the alternative, which we denote 
by x. The initial value x0 is exogenous and summarizes 
all of the information that the DM has before searching. 
It can come from past experiences or word of mouth. 
With the increasingly rich data about individuals and 
marketing analytics tools, firms may potentially gain 
some information on x0.8 When the DM is in the search 
mode, x evolves as a Brownian motion with a constant 
variance σ2: This can be interpreted as the DM learning 
over time about equally important and independent 
attributes and about there being an infinite number of 
attributes (e.g., Branco et al. 2012).9 When the DM is in 
the no-search mode, the expected value, x, stays fixed 
(as no information is gained). The payoff of not adopt-
ing the alternative is set at zero. The DM discounts the 
future at a continuous-time discount rate r and does 
not incur any ongoing search costs when learning 
information. The discount rate can also be seen as the 
rate at which the alternative disappears. For example, a 
consumer considering purchasing a product may find 
the product out of stock, or a manager considering 
launching a product may find that the opportunity has 
passed. Table 1 presents the notation used throughout 
the paper.

2.1. Random Switching Between Search Modes
The main analysis considers random switching between 
search modes as random switching captures the main 
effects at play and some of the potential uncertainty of 
when search interruptions occur, and it facilitates the 
analysis. The case with no random switching between 
search states, which can be considered numerically, is 
presented in the Online Appendix.

There may be uncertainty about when the DM will 
be interrupted from searching because of fatigue or dis-
tractions. If we interpret the switching from the search 
mode to the no-search mode as search fatigue leading 
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to the DM stopping the search, the DM could be 
endowed with a search fatigue limit when starting a 
search process but would not know when that search 
fatigue limit is. With a constant hazard rate, the process 
is memoryless, and therefore, from the point of view of 
the DM, she gets search fatigue with the same likeli-
hood, independent of how long the DM has been 
searching. This also fits with the interpretation in 
which the DM may be distracted by a phone call or 
online ads about other products. From the DM’s point 
of view, it may be hard to know when she will be inter-
rupted. So, the switching time can be seen as possibly 
random.

The existence of constant hazard rates of moving 
between the search and no-search modes allows the 
problem to be stationary so that the threshold of 

whether to adopt the alternative is constant over time. 
This helps to keep the model tractable. If the hazard 
rates of moving between the search mode and the 
no-search mode are not constant, then the thresholds of 
whether to adopt the alternative would also not be con-
stant, leading to significant complications in the analy-
sis (it could still be characterized numerically, but 
analytical results would be difficult to obtain). For 
example, if the DM understands that she is getting 
more fatigued over time from search, we would expect 
the hazard rate of moving from the search mode to the 
no-search mode to be increasing in the length of time 
that the DM has been in the search mode. This would 
lead the threshold to adopt the alternative to vary over 
time (in fact, to decrease with the length of time in the 
search mode). Similarly, we could expect the hazard 

Table 1. Notation

Variable Description

x Expected value of adopting the alternative
r Continuous discount rate
rmb Adjusted discount rate in the model-free fatigue benchmark
λ Hazard rate of the DM moving from the search mode to the no-search mode
β Hazard rate of the DM moving from the no-search mode to the search mode
x Adoption threshold in the search mode

Adoption threshold in search mode 1 (two search modes model)
xnb Adoption threshold in the no-fatigue benchmark
xmb Adoption threshold in the model-free fatigue benchmark
ex Adoption threshold in the no-search mode
V(x) Expected payoff for the DM in the search mode; expected payoff for the DM in the search 

mode when x > ex (search costs model)
W(x) Expected payoff for the DM in the no-search mode
δ x � ex

η
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2r
σ2

r+β+λ
r+β

q

eη
ffiffiffiffiffiffiffiffiffiffi
2(r+λ)
σ2

q

D eeηδ
λ1 Hazard rate from search mode 1 to search mode 2 (two search modes model)
λ2 Hazard rate from search mode 2 to the no-search mode (two search modes model)
x Adoption threshold in search mode 2 (two search modes model)
V1(x) Expected payoff for the DM in search mode 1 (two search modes model)
V2(x) Expected payoff for the DM in search mode 2 (two search modes model)
F Start-up search costs (search costs model)
c Ongoing search costs per unit of time (search costs model)
bx Threshold to stop search in the no-search mode (search costs model)
bx Threshold to stop search in the search mode (search costs model)
eV(x) Expected payoff for the DM in the search mode for x ∈ (bx,ex) (search costs model)
bV(x) Expected payoff for the DM in the search mode for x ∈ (bx,bx) (search costs model)
bη

ffiffiffiffi
2λ
σ2

q

P Price
P∗(x0) The firm’s optimal price if x � x0 at time 0
y x – P
Vf (x) Expected payoff for the firm if the DM is in the search mode
Wf (x) Expected payoff for the firm if the DM is in the no-search mode
Vf (x, P) Vf (x) for x ∈ (ex +P, x +P)
x∗0 ex + 1=η
h(P, x) Equation defined in Online Appendix (xxi)
x∗∗0 The solution to the implicit equation x∗∗0 � x � Vf (x∗∗0 , P∗(x∗∗0 ))
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rate of moving from the no-search mode to the search 
mode to be increasing in the length of time spent in the 
no-search mode because a longer rest from search 
should lead to a greater likelihood of returning to 
search for information again. This possibility would 
not affect the results presented here as the DM would 
prefer to continue waiting until the switch to the search 
mode as that switch is expected to be sooner.

The two-search modes extension in Section 6 accom-
modates the case in which rather than complete ran-
dom switching, switching from the search mode to the 
no-search mode is more likely as the time in the search 
modes increases. We allow the DM to be aware of her 
increased fatigue over time by introducing an addi-
tional search mode. The DM switches first from the 
fully rested search mode 1 to the fatigued search mode 
2 and then to the no-search mode. Therefore, the 
switching from the search mode to the no-search mode 
is no longer stationary. As the DM searches for some 
time and has switched to the second search mode, she 
knows that she will be interrupted and not able to 
search sooner.

2.2. Other Assumptions and Extensions
If learning is done with signals about the overall value 
of the product; if attributes have unequal importance, 
with the DM checking first the most important attri-
butes; or if there is nonzero correlation between the 
attributes, then we would have σ2 decreasing over time, 
leading again to a threshold to adopt the alternative 
that is varying (decreasing) over time, which is a more 
complicated case to consider. The case presented here 
can be seen as the extreme case if the amount of infor-
mation learned over time is constant in contrast to the 
other extreme case, in which all information about the 
alternative is learned in one shot. The real world would 
be somewhere between these two extreme cases.

The base model assumes an infinite horizon, so the 
DM can search indefinitely. In reality, the DM may face 
a deadline such that the decision becomes obsolete 
afterward. For example, a consumer shopping for a dig-
ital camera for an upcoming trip has to make a decision 
before the start of the trip. The existence of a deadline 
again makes the problem nonstationary, with adoption 
thresholds varying (decreasing) over time. We analyze 
this case numerically in the Online Appendix.

Note that discounting is crucial for the problem as 
presented. If there is no discounting, the DM would 
always defer choice when moving to the no-search 
mode, and choice deferral becomes nonstrategic. One 
alternative to discounting is to have start-up search 
costs each time the search mode starts, and that case is 
considered in Section 6.

The base model assumes that that there are no ongo-
ing search costs. If there are ongoing search costs when 
learning for information, then the DM would also have 

another threshold such that the DM permanently leaves 
the search process without adopting when the expected 
payoff of adopting the alternative drops below the 
threshold. We do not consider this case in the base 
model to simplify the analysis as this case is not essen-
tial to obtain the strategic choice deferral effects. The 
ongoing search costs and the quitting threshold are con-
sidered in Section 6.

The assumption that the payoff of not adopting the 
alternative is zero is not without loss of generality. In 
fact, if the payoff of the outside option is positive, the 
DM has to consider the trade-off between losing the 
discounted payoff of the outside option and continuing 
to search for further information on the focal alterna-
tive. This would lead again to the existence of a lower 
threshold such that the DM leaves the search process 
by taking the outside option if the expected payoff of 
adopting the alternative drops below the threshold. 
We again do not consider this possibility to simplify 
the analysis as this possibility is not essential to obtain 
the choice deferral effects.

3. Analysis
In order to consider the optimal decisions of the DM, 
we have to consider the expected present discounted 
value of the DM under the optimal decisions depend-
ing on the state in which the DM is in. Let V(x) be the 
expected discounted payoff for the DM if the DM is in 
the search mode and W(x) be the expected payoff for 
the DM if the DM is in the no-search mode if the DM’s 
current expected utility from adopting the alternative 
is x.

The optimal search behavior of the DM would be to 
adopt the alternative, when in the search mode, if the 
expected payoff of the alternative x reaches a threshold 
x: When in the no-search mode, the DM would adopt 
the alternative if the expected payoff of the alternative 
is above some threshold ex:

Lemma 1. The purchasing threshold in the search mode is 
larger than the purchasing threshold in the no-search mode, 
x > ex:

Note that at the instant at which the DM moves 
from the search mode to the no-search mode, if x ∈
[ex, x), the DM chooses to adopt the alternative imme-
diately because of the costly delay of getting any addi-
tional information. This is the case of choice closure. If 
x < ex at the instance when the DM moves from the 
search mode to the no-search mode, the DM decides 
not to adopt the alternative then and waits until the 
DM switches again to the search mode and gain fur-
ther information then. This is the case in which the 
DM defers choice. Note that this means that there is a 
positive mass probability of the DM adopting the 
alternative at an instant when the DM moves from the 
search mode to the no-search mode.

Ning, Villas-Boas, and Yao: Search Fatigue, Choice Deferral, and Closure 
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The Bellman equation for V(x) for x < ex can be writ-
ten as

V(x) � (1�λdt)e�r dtEV(x+ dx) +λdtW(x): (1) 

(Note that we could have e�r dtEW(x+ dx) instead of 
W(x) in (1), and the subsequent analysis would not 
change as the second-order terms in (dt)2 disappear as 
dt→ 0.) The Bellman equation for V(x) for x ∈ (ex, x) can 
be written as

V(x) � (1�λdt)e�r dtEV(x+ dx) +λdtx: (2) 

Applying Itô’s lemma to (2), we can obtain the follow-
ing second-order differential equation in V(x):

V(x) � σ2

2(r + λ)V
′′(x) + λ

r + λ
x: (3) 

The Bellman equation for W(x) can be written as

W(x) � β dtV(x) + (1� β dt)e�r dtW(x), (4) 

from which one can obtain W(x) � β
r+βV(x): Substituting 

W(x) into (1) and using Itô’s lemma, we can obtain the 
second-order differential equation in V(x) for x < ex as

r r+ β+λ
r+ β V(x) � σ

2

2 V′′(x): (5) 

Solving the above second-order differential equations 
for V(x) and using value matching and smooth pasting of 
V(x) at ex and x, V(ex�) � V(ex+), V′(ex�) � V′(ex+), V(x) �
x, V′(x) � 1, and W(ex) � ex (see Dixit 1993), we obtain a 
system of five equations (presented in the Online Appen-
dix) to obtain ex and x.

Defining, δ � x� ex, η �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2r
σ2

r+β+λ
r+β

q

, and eη �
ffiffiffiffiffiffiffiffiffiffi
2(r+λ)
σ2

q

, 
we can obtain (see the Online Appendix)

β(D� 1)
(

η(r+λ) 1+D� δeη

D� 1 (1+D2)

� �

+ eη(r�λ)(D� 1)

� δeη2r(1+D)

)

+ (r+λ)[r(D2� 1)(η� eη2δ)

+ reη(1+D2)(1�ηδ) + 2eηλD] � 0, (6) 

which determines δ, where D � eeηδ: We can then also 
obtain ex as a function of δ�as

ex � β r+ reηδ+λD
D[eηr(r+ β+λ) + η(r+ β)(r+λ)]� eηβr

: (7) 

Note that from (6) and (7), we can obtain that both δ=σ�
and ex=σ�are independent of σ: The reason is that the 
standard deviation of the DM’s belief process in a unit 
of time is σ, and so, all optimal thresholds are then pro-
portional to σ:

In this model, ex can be seen as a measure of the 
extent of choice deferral. When switching from the 
search mode to the no-search mode, the DM defers if 
and only if x < ex. On the other hand, δ � x� ex can 
be seen as a measure of the extent of choice closure. 
When switching from the search mode to the no-search 
mode, the DM adopts the alternative immediately if 
ex ≤ x < x, even though the DM would not adopt the 
alternative if she is still in the search mode.

Figure 1 illustrates a sample path in which the indi-
vidual makes the decision to take the alternative during 

Figure 1. (Color online) Example of the Sample Path of Individual Expected Payoff When Making a Decision During the Search 
Mode with x0 � 0, r � 0:05,λ � β � 0:5, and σ2 � 1 

Note. For these parameter values, we have x ≈ 2:59 and ex ≈ 1:49:
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the search mode after several choice deferrals. Figure 2
illustrates a sample path in which the individual makes 
the decision to take the alternative when switching from 
the search mode to the no-search mode (i.e., choice clo-
sure) after several choice deferrals.

We now first solve two benchmark models that do 
not directly have search fatigue and time-varying search 
costs. We then analyze the general case of the model. 
After that, we consider two limiting cases, β→ 0 and 
β→+∞, to obtain sharper comparative statics results.

3.1. Benchmarks
No-fatigue benchmark. In the first benchmark, we con-
sider a variation of the model that assumes that consu-
mers do not experience search fatigue (λ→ 0), and 
thus, the search cost is constant. In this case, the DM’s 
behavior is governed by a single threshold, xnb �

ffiffiffiffi
σ2

2r

q

, 
where the subscript “nb” denotes the no-fatigue bench-
mark. The DM continues the search for x < xnb and 
adopts the alternative when x reaches xnb.

The adoption threshold, xnb, does not depend on the 
rate of search interruption and recovery. Additionally, 
because ex does not exist, there is no decision between 
choice closure and choice deferral in this benchmark.
Model-free fatigue benchmark. One might argue, 
however, that the no-fatigue benchmark is too naive 
as a benchmark to study search fatigue. Even if a 
researcher does not model search fatigue explicitly, the 
researcher can still be aware that the DM does not 
search for information 24 hours a day, and the DM’s 

search fatigue still affects the observed behavior. For 
example, consider a busy car buyer who only searches 
for car information for half an hour on Sunday morn-
ing and half an hour on Saturday night. Starting from 
an initial search session on Sunday, one week of time 
elapses for each hour of information searched. If the 
consumer makes a decision after four hours of informa-
tion search, then the researcher will observe that it 
takes the consumer four weeks from the initial search 
to make a decision.

To account for the difference in search time and total 
time, we can adjust the discount rate. In the long run, 
with hazard rates of λ�and β, the DM’s share of time in 
the search mode is βλ+β. If the DM adopts the alternative 
after searching for T units of time, then we discount the 
final purchase by e�

λ+β
β rT. We can then write the DM’s 

decision rule as xmb �
ffiffiffiffiffiffiffi
σ2

2rmb

q
, where rmb �

λ+β
β r. The sub-

script “mb” denotes the model-free fatigue benchmark 
because this model captures search interruption and 
recovery parsimoniously without explicitly modeling 
them. The threshold xmb can be viewed as the decision 
rule of the consumer who takes into account the time 
discount because of search interruptions in a reduced- 
form way. In contrast, x in the main model is the deci-
sion rule of the consumer who takes into account the 
impact of search interruptions strategically.

The benchmark adoption threshold, xmb, increases in 
both β�and σ2 and decreases in both λ�and r. The rates 
of fatigue and recovery, λ�and β, work through the 
adjusted discount rate rmb. When the DM experiences 

Figure 2. (Color online) Example of the Sample Path of Individual Expected Payoff When Making a Decision When Moving 
Search to No-Search Mode (Choice Closure) with x0 � 1, r � 0:05,λ � β � 0:5, and σ2 � 1 

Note. For these parameter values, we have x ≈ 2:59 and ex ≈ 1:49:

Ning, Villas-Boas, and Yao: Search Fatigue, Choice Deferral, and Closure 
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more search interruptions (higher λ) or interruptions 
last longer (lower β), the DM effectively has a higher 
discount rate and prefers to shorten the search process 
by lowering the adoption threshold xmb.

However, because ex also does not exist in this bench-
mark, the model says nothing about the DM’s choice 
closure behavior. The choice deferral behavior is also 
indistinguishable from the decision to search for more 
information while in the search state. As shown below, 
choice deferral and choice closure behaviors drive key 
results on pricing and search interventions. The lack of 
strategic decision between choice closure and choice 
deferral in both benchmarks highlights the importance 
of explicitly modeling search interruptions.

3.2. General Case
Consider now the general case. We first show the com-
parative statics of the purchasing thresholds in the 
search and no-search regions with regard to different 
model parameters.

Proposition 1. The purchase threshold in the search mode, 
x, and the purchase threshold in the no-search mode, ex, are 
increasing in both β�and σ2 and decreasing in both λ�and r. 
Moreover, x=σ,ex=σ, and δ=σ�are independent of σ.

As the likelihood of moving from the no-search 
mode to the search mode increases, the likelihood of 
being able to continue to search increases. Therefore, 
the DM prefers to search more and delay the adoption 
decision, which means that both purchase thresholds 
increase. As the information gained in the search mode, 
σ2, is greater, the DM gains more from search and 
chooses to search more, which results in both purchase 
thresholds increasing. When the discount rate increases, 
the present value of delaying purchase is reduced, and 
therefore, the DM searches less, which means that both 
purchase thresholds fall. Similarly, when the likelihood 
of moving from the search mode to the no-search mode 
increases, the likelihood of being able to continue to 
search decreases, and therefore, the DM prefers to 
make the adoption decision sooner, which means that 
both purchase thresholds fall.

For a fixed σ2, the extent of choice deferral can be 
seen as increasing in ex, and therefore, it is increasing in 
β�and decreasing in λ�and r. The extent of choice defer-
ral cannot be simply measured by the size of ex when σ2 

changes. On the one hand, the region where the DM 
defers choice increases in ex: On the other hand, how-
ever, the DM’s belief changes more quickly as σ2 

increases. So, a larger ex does not necessarily imply a 
greater extent of choice deferral. Because the standard 
deviation of the DM’s belief processes in a unit of time 
is σ, ex normalized by 1=σ, ex=σ, is more appropriate to 
measure the extent of choice deferral for different σ2:
As we noted previously, because ex=σ�is independent of 
σ, we have that the extent of choice deferral does not 

depend on σ2: Similarly, the extent of choice closure 
does not depend on σ2:

We illustrate the above results in Figures A.1–A.4 in 
the appendix.

Intuitively, as the frequency of search interruption λ�
or the discount rate r increases, deferring search becomes 
less attractive, and the DM is more likely to speed up the 
purchasing decision. Experimental evidence is consistent 
with our findings. Using laboratory experiments, Xia 
and Sudharshan (2002) find that “as interruption fre-
quency increases, consumers with concrete goals will 
spend less time on the task.”

Note that the above comparative statics on the pur-
chase threshold in the search mode, x, are in the same 
direction as those under the model-free fatigue bench-
mark. The behaviors on choice closure and choice 
deferral, captured by x� ex and ex, are new. To better 
understand the extent of choice closure and the extent of 
choice deferral, we can examine two limiting cases where 
the rate of search recovery, β, is very small or very large.

3.3. Case of b fi 0
In the case of β→ 0, we have that ex→ 0 such that 
when the search mode ends, the DM adopts the alter-
native as long as x ≥ 0: We can also then obtain that x 
in the limit solves

eηx(1� ηx) +λr � 0: (8) 

From this, we can obtain that x > 1=η�and that at the 
limit, x is decreasing in λ�and r. Because ex→ 0, we also 
have that at the limit, δ�is decreasing in λ�and r. We col-
lect these results in the following proposition.

Proposition 2. Suppose that β�is sufficiently small. Then, 
the difference between purchasing thresholds in the search 
and no-search regions, δ � x� ex, is decreasing in both λ�
and r.

The extent of choice closure can be seen as increasing 
in δ�and therefore, is decreasing in λ�and r. As the dis-
count rate, r, or the rate at which the DM moves from 
the search mode to the no-search mode, λ, increases, 
the DM has a stronger incentive to make a faster deci-
sion in the search mode, whereas she always adopts 
anything positive in the no-search mode. So, the extent 
of choice closure decreases in λ�and r. Notice that the 
extent of choice closure reflects a DM’s incentive to 
speed up the purchasing decision in the no-search 
mode relative to the search mode. When λ�or r increases, 
the DM wants to make a faster decision in both the 
search and no-search modes, with the effect stronger in 
the search mode. This implies that the extent of search 
closure will decrease instead of increase.

3.4. Case of b fi ‘

In the case of β→∞, we have that δ→ 0 and x,ex→ffiffiffiffi
σ2

2r

q

: This shows that as one may expect, when the DM 
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is more likely to come back to the search mode, the DM 
is more demanding on the expected payoff of the alter-
native to decide to adopt it (in comparison with the 
case of β→ 0).

In this case of β→∞, it is also interesting to see the 
rate at which δ�converges to zero and the rate at which 
x and ex converge to 

ffiffiffiffi
σ2

2r

q

:

To see this note that as β→∞, we can obtain from 
(6) that

β(D� 1)2→ 2(r+λ), (9) 

from which we can obtain that10

δ
ffiffiffi
β

p
→ σ, (10) 

which shows that δ�is decreasing in the rate at which 
the DM returns to the search mode from the no-search 
mode, β: Therefore, the extent of choice closure can be 
seen as decreasing in β: As the DM becomes more 
likely to return to the search mode, the expected wait-
ing time in the no-search mode and loss from discount-
ing are lower. So, the DM has a weaker incentive to 
make a premature decision in the no-search mode.

We summarize these results in the following 
proposition.

Proposition 3. Suppose that β�is sufficiently large. Then, 
the difference between purchasing thresholds in the search 
and no-search regions, δ � x� ex, is decreasing in β.

3.5. Intermediate b
We can consider the case of intermediate β�numerically. 
The numerical analysis that we conducted indicates 
that the comparative statics derived in Propositions 2
and 3 also hold for intermediate values of β. This is 
illustrated by Figures A.1–A.4 in the appendix.

Figure A.1 in the appendix illustrates how the pur-
chase thresholds x and ex increase with the rate at which 
the individual switches from the no-search mode to the 
search mode, β, and that the difference x� ex decreases 
with β: Thus, the DM has a greater extent of choice 
deferral and a lesser extent of choice closure when the 
DM returns to the search mode sooner after interrup-
tions to the search process.

Figure A.2 in the appendix illustrates how the pur-
chase thresholds x and ex decrease with the discount 
rate r for a case of β�low (β � 0:1), and a case of β�high 
(β�� 5). The figure also illustrates that the difference 
x� ex decreases in r as shown in Proposition 2.11 As 
discussed in the limiting case of β→ 0, a higher dis-
count rate has a greater effect on the purchase thresh-
old in the search mode, x, which leads to a decrease in 
the difference x� ex, meaning a lower extent of choice 
closure. Note that both the extent of choice deferral and 
the extent of choice closure decrease with r because 
a less patient DM has a stronger incentive to make a 

decision before search interruptions arrive by lowering 
the purchase threshold x. It emphasizes that choice 
deferral and choice closure are not two completely 
opposite concepts. We also observe that the effect of r 
on x� ex is smaller for a higher β, which corresponds to 
the finding that x� ex does not depend on r at the limit 
of β→∞.

Figure A.3 in the appendix illustrates how the pur-
chase thresholds x and ex decrease with the rate at which 
the individual switches from the search mode to the 
no-search mode, λ, for a case of β�low (β � 0:1) and a 
case of β�high (β�� 5). The figure also illustrates how the 
difference x� ex decreases in λ. Both the extent of choice 
deferral and the extent of choice closure decrease with 
λ. The rationale is similar to the one regarding the effect 
of the discount rate discussed above. When information 
gathering is interrupted more frequently, the DM has a 
stronger incentive to stop searching by lowering the 
purchase threshold in the search mode, x. We also 
observe that the effect of λ�on x� ex is smaller for a 
higher β, which corresponds to our finding that x� ex 
does not depend on λ�at the limit of β→∞.

Figure A.4 in the appendix illustrates how the pur-
chase thresholds x and ex increase with the amount of 
information learned in the search mode, σ2, for a case 
of β�low (β � 0:1) and a case of β�high (β�� 5). The figure 
illustrates how the difference x� ex also increases in σ2:

But, as discussed previously, when σ2 changes, the 
extent of choice deferral and the extent of choice clo-
sure are measured by ex=σ�and (x� ex)=σ, respectively, 
and both values do not change with σ2. Thus, the extent 
of choice deferral and the extent of choice closure do 
not depend on σ2.

4. Optimal Pricing
In this section, we derive the firm’s optimal pricing 
strategy. The analysis for the model in Section 3 can be 
seen as describing the behavior of a DM facing a prod-
uct with an exogenous price. Let P denote the price, let 
x denote the expected value of the payoff of the alterna-
tive as before, and let y � x�P denote the expected 
payoff of the alternative minus the price. The DM then 
would adopt the alternative when y reaches x in the 
search mode and would adopt the alternative when y 
reaches ex in the no-search mode, where x and ex are 
solutions to (6) and (7). Equivalently, the DM adopts 
when x reaches x +P in the search mode or when x 
reaches ex +P in the no-search mode.

Let Vf (x) be the expected discounted payoff for 
the firm if the DM is in the search mode and Wf (x) be 
the expected payoff for the firm if the DM is in the 
no-search mode. Because the consumer is in the search 
mode initially (she becomes fatigued only after gather-
ing information for some time), the firm’s objective is 
to choose a price that maximizes Vf (x0), maxPVf (x0):
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10 Marketing Science, Articles in Advance, pp. 1–24, © 2025 INFORMS 

D
ow

nl
oa

de
d 

fr
om

 in
fo

rm
s.

or
g 

by
 [

12
8.

32
.7

5.
5]

 o
n 

07
 J

an
ua

ry
 2

02
5,

 a
t 1

5:
57

 . 
Fo

r 
pe

rs
on

al
 u

se
 o

nl
y,

 a
ll 

ri
gh

ts
 r

es
er

ve
d.

 



The Bellman equation for Vf (x) for x < ex +P can be 
written as

Vf (x) � (1�λdt)e�r dtEV(x+ dx) +λdtWf (x): (11) 

The Bellman equation for Vf (x) for x ∈ (ex +P, x +P) can 
be written as

Vf (x) � (1�λdt)e�r dtEVf (x+ dx) +λdtP: (12) 

Finally, the Bellman equation for Wf (x) can be written 
as

Wf (x) � βdtV(x) + (1� β dt)e�r dtWf (x), (13) 

from which one can obtain Wf (x) � β
r+βVf (x):

Given continuity of the value function at both x +P 
and ex +P, we have value matching of Vf at both these 
points:

Vf (x +P) � P (14) 
Vf (ex +P+) � Vf (ex +P�): (15) 

Furthermore, given infinite variation of x around ex +P, 
we also have smooth pasting at that point:

V′f (ex +P+) � V′f (ex +P�): (16) 

Applying Itô’s lemma to the Bellman equations, solving 
the corresponding differential equations, and using 
(14)–(16), we can solve for the firm’s value function 
Vf (x). The analysis is presented in the Online Appendix.

The optimal price, P∗, depends on the initial position, 
x0. Suppose P∗≤ x0� x (that is, x0 ≥ x +P∗); then, the 
DM adopts the alternative at x0 in both the search 
mode and the no-search mode. In this case, because the 
DM purchases immediately at P∗, the firm’s profit 
strictly increases in P∗. Thus, any price strictly below 
x0� x cannot be optimal. So, we must have P∗≥ x0� x. 
Additionally, there is a x∗∗0 , defined below, such that 
P∗ � x0� x for x0 > x∗∗0 :

Now, consider the case where P∗> x0� ex (that is, 
x0 < ex +P∗). In this case, the DM does not adopt the 
alternative at x0 in both the search mode and the 
no-search mode. Additionally, there is a x∗0, defined 
below, when we will be in this case for x0 < x∗0:

We can obtain the value function of the firm in this 
region of x0 as

Vf (x0) �
2r + λ(eeηδ + e�eηδ)

(eη + η)eη(ex+P)+eηδ + (eη � η)eη(ex+P)�eηδ

eηP
r + λ eηx0 :

(17) 

Taking the derivative of Vf (x0) with respect to P, we 
have

sign
∂Vf (x0)

∂P

� �

� sign{1� ηP}:

We then have that for x0 < x∗0, the optimal price is 
P∗ � 1=η:We can also then obtain that x∗0 � ex + 1=η:

Finally, consider the case where P∗ ∈ [x0� x, x0� ex]
(that is, x0 ∈ [ex +P∗, x +P∗]). In this case, the DM adopts 
at x0 in the no-search mode but does not adopt at x0 in 
the search mode. This is the case in which x0 ∈ [x∗0, x∗∗0 ]:
Let us denote Vf (x, P) as the value function for x ∈
(ex +P, x +P), where we emphasize that that value 
function also depends on the price P.

In this case, the optimal interior price is obtained by 
differentiating Vf (x, P) evaluated at x � x0, with respect 
to price and making that derivative equal to zero. That 
equality determines the optimal price P∗(x0) implicitly 
by some function h(P∗(x0), x0) � 0, defined in the Online 
Appendix. We can then define x∗∗0 by making x∗∗0 � x �
Vf (x∗∗0 , P∗(x∗∗0 )) and P∗(x∗∗0 ) ∈ arg maxPVf (x∗∗0 , P): As dis-
cussed in the Online Appendix, we may or may not 
have continuity of the price function at x∗∗0 :

** if, for 
example, λ=r and β�are small enough. In such cases, we 
also have that x∗∗0 satisfies h(x∗∗0 � x, x∗∗0 ) � 0: As also dis-
cussed in the Online Appendix, we have that the opti-
mal price is declining in x0 at any existing discontinuity 
and will be declining in x0 for some region of x0 ∈

[x∗0, x∗∗0 ] if the price function is continuous for β�small. 
For β�large, we can obtain that the price function is con-
tinuous. Furthermore, the price function is monotonic 
for β→∞.12

We summarize the optimal pricing strategy and 
comparative statics in the following proposition.

Proposition 4. The optimal price depends on x0 in the fol-
lowing way. 

1. (Inducing deferral) For x0 sufficiently low (x0 < x∗0 �
ex + 1=η), the optimal price is P∗ � 1=η, which does not 
depend on x0: The DM does not adopt the alternative at x0 in 
either the search mode or the no-search mode. In that case, 
the optimal price increases in σ2 and β, and it decreases in r 
and λ: If λ�and β�change simultaneously with a fixed ratio of 
λ=β, then the optimal price decreases in λ�and β:

2. (Inducing closure) For intermediate x0 (x0 ∈ [x∗0, x∗∗0 ]), 
the optimal price is in the range of [1=η, x0], and the DM 
does not adopt the alternative at x0 in the search mode but 
adopts the alternative at x0 in the no-search mode. For β�suf-
ficiently small, the optimal price P∗(x) decreases in x0 at x∗∗0 
and is thus nonmonotonic. In addition, it is discontinuous 
at x∗∗0 if λ=r > 2a2� 1, where a > 1 satisfies ea(a� 1)� 2a2 

+1 � 0:
3. (Inducing purchase) For x0 sufficiently high (x0 > x∗∗0 ), 

the optimal price is x0� x, and the DM adopts the alterna-
tive without searching. In that case, the optimal price 
decreases in σ2 and β, and it increases in r and λ:

Figure 3 illustrates how the optimal price varies with 
the initial position, x0. Interestingly, under the optimal 
pricing, the firm uses price to induce different choice 
deferral behaviors at x � x0. When x0 is low (Proposi-
tion 4(1) and region I in Figure 3), the firm sets a 
price such that the DM defers choice if the search is 
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interrupted around x � x0. For intermediate x0 (Propo-
sition 4(2) and region II in Figure 3), the firm sets a 
price to induce choice closure at x � x0 (i.e., the DM 
does not adopt the alternative in the search mode 
but adopts the alternative if the search is interrupted 
around x � x0). For higher x0 (Proposition 4(3) and 
region III in Figure 3), the firm sets a price such that the 
DM adopts the alternative immediately even in the 
search mode.13

4.1. Comparative Statics and Implications
The optimal price is constant if the DM’s prior belief is 
sufficiently low, x0 < ex + 1=η. The firm would need to 
charge too low a price (potentially even negative) to 
convince the DM to adopt the alternative without 
learning any information, which is not profitable. It is 
better to charge a higher price, hoping that the DM will 
receive enough positive signals and adopt the alterna-
tive at a high price. Therefore, the firm sets a constant 
price, 1=η, such that the DM does not adopt the alterna-
tive at x0 in either the search mode or the no-search 
mode. In this region, one can see that the optimal price 
increases in σ2 and β�and decreases in r and λ. Intui-
tively, when λ�increases or when β�decreases, the DM 
is expected to spend a larger fraction of time in the 
no-search mode, exhibiting stronger search fatigue. 
When the DM faces more frequent and longer disrup-
tions of information gathering, the firm should charge a 
lower price to prevent the DM from deferring choice. 
Online stores can often track consumers over different 
browsing sessions. The result suggests that firms should 

factor in the lengths of browsing sessions and gaps 
between browsing sessions in setting their prices.

Another implication of the findings is that the firm 
should change its price following its efforts to intervene 
with the DM’s search/no-search pattern. For example, 
in online retail, firms may redesign interfaces to reduce 
consumer fatigue so that consumers stay longer in a 
browsing session. Firms may also use instruments, such 
as ad retargeting, push notifications, or email market-
ing, to bring back previous visitors more quickly. The 
price should increase if these efforts are successful.

In this case, we also find that the optimal price 
decreases when the DM switches between the search 
mode and the no-search mode more frequently, even if 
the long-term fraction of time in each mode remains 
constant. That is, assuming λ=β � α�for some fixed α, 
we find that P∗ decreases in λ�(or β) for low x0. This is 
relevant when there is a change in the shopping envi-
ronment such that consumers enter and exit search 
more or less frequently. For example, consumers shop-
ping on mobile devices may have their browsing ses-
sions disrupted and resumed more frequently than 
consumers shopping on computers. In that case, even if 
the overall time spent on shopping does not change for 
consumers on mobile devices, the firm should consider 
setting a lower price on mobile devices compared with 
the price on computers.

When the DM’s prior belief about the alternative is 
higher, the optimal price depends on x0, and the com-
parative statics may be reversed. This is because the 
firm can already obtain a high profit, even if the DM 
does not receive additional information. The firm pre-
fers to increase the adoption likelihood by setting a 
price such that the DM adopts the alternative at x0 in 
the no-search mode and may even adopt it at x0 in the 
search mode. In particular, if x0 > x∗∗0 , the firm charges a 
price equal to x0� x to induce the DM to adopt the 
alternative without searching. In this case, the optimal 
price increases in x0 linearly.

4.2. Comparison with Benchmarks
To better understand the new behaviors from model-
ing search fatigue, we derive the optimal pricing under 
the two benchmarks in the appendix. In the no-fatigue 
benchmark, for x0 < 2

ffiffiffiffi
σ2

2r

q

, the firm charges p∗nb �
ffiffiffiffi
σ2

2r

q

, 
and the consumers search until x reaches 2

ffiffiffiffi
σ2

2r

q

. For 
higher x0, the firm charges p∗nb � x0�

ffiffiffiffi
σ2

2r

q

, and the con-
sumers buys immediately without search. The optimal 
pricing under the model-free fatigue benchmark is sim-
ilar. For x0 < 2

ffiffiffiffiffiffiffiffiffiffi
σ2

2r
β
λ+β

q
, the firm charges p∗mb �

ffiffiffiffiffiffiffiffiffiffi
σ2

2r
β
λ+β

q
, 

and the consumers search until x reaches 2
ffiffiffiffiffiffiffiffiffiffi
σ2

2r
β
λ+β

q
. For 

higher x0, the firm charges p∗mb � x0�
ffiffiffiffiffiffiffiffiffiffi
σ2

2r
β
λ+β

q
, and the 

consumers buy immediately without search.

Figure 3. (Color online) Example of the Optimal Price P∗ as a 
Function of x0 for r � 0:05,λ � 0:5,β � 0:05, and σ2 � 1 

Notes. For these parameter values, we have x∗0 ≈ 1:64 and x∗∗0 ≈ 6:79. 
Region I: x0<x∗0 (the DM adopts in neither the search mode nor the 
no-search mode). Region II: x0 ∈ [x∗0, x∗∗0 ] (the DM adopts in the no-search 
mode only). Region III: x0 > x∗∗0 (the DM adopts in both the search and 
no-search modes).
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As Figure 3 illustrates, neither benchmark captures 
the pricing behavior in region II. For intermediate 
values of x0, the firm wants to incentivize some amount 
of search but also does not want the consumers to delay 
purchase for too long. The firm thus can utilize the con-
sumer’s choice closure behavior to its benefit. The con-
sumer is incentivized to search initially, but the pricing 
discourages search when her search cost increases 
unless she has acquired a significant amount of negative 
information before that point. This closure-inducing 
pricing strategy cannot be predicted without explicitly 
modeling the search interruptions.

Note also that the closure-inducing pricing strategy 
in region II generates interesting nonmonotonic beha-
viors in x0, σ2, and r, whereas the optimal price in 
region I and region III is always monotonic in the 
model parameters. We explore the nonmonotonicity 
below.

4.3. Nonmonotonic Optimal Price
If x0 ∈ [x∗0, x∗∗0 ], the firm charges a price so that the DM 
would adopt the alternative at x0 in the no-search 
mode but not in the search mode. In this case, the opti-
mal price is in the interval [x0� x, x0� ex]: One surpris-
ing finding is that the optimal price P∗(x0) may be 
nonmonotonic in the initial belief x0 for β�small. The 
nonconstant search cost drives this as the optimal price 
always increases in the initial belief in both benchmark 
models.

The intuition is that there are two opposing effects of 
the prior belief x0 on the price. On the one hand, consu-
mers have a higher willingness to pay when the initial 
belief is higher as reflected by the fact that both the 
upper bound (x0� ex) and the lower bound (x0� x) of 
the optimal price increase in x0: This effect drives the 
price higher. On the other hand, the firm can guarantee 
a payoff of x0� x by charging P � x0� x, which induces 
an immediate purchase. For any time t passed by with-
out conversion, the firm loses at least (1� e�rt)(x0� x)
because of discounting. One can see that the firm’s loss 
from nonadoption or delayed adoption increases in x0. 
So, the firm has an incentive to induce the DM to adopt 
the alternative sooner. This effect drives the price lower. 
As a result, the optimal price can be nonmonotonic 
in x0.

For the optimal price to decrease in x0, we need the 
second effect to be stronger than the first one. Because 
the firm’s loss from nonadoption or delayed adoption 
(1� e�rt)(x0� x) is higher when x0 is larger, the firm’s 
incentive to induce the DM to adopt the alternative 
sooner by charging a lower price is stronger for larger 
x0 (x0 closer to x∗∗0 rather than x∗0). Therefore, nonmono-
tonicity of the optimal price happens near x∗∗0 . The exis-
tence of nonmonotonic price also requires β�to be small 
because it only appears in region II, where the price 
induces choice closure at x0. Therefore, choice closure 

is essential to the nonmonotonicity result. As we have 
discussed in Section 3, the extent of choice closure 
decreases in β. So, nonmonotonic price happens when 
β�is small. The intuition for the opposing effects and 
nonmonotonicity of the optimal price can also be seen 
more clearly in a two-period model, which we analyze 
in the Online Appendix.

4.4. Discussion on Evidence of the Closure- 
Inducing Strategy

The comparison with the benchmarks shows that region 
II is unique to the model with time-varying search costs. 
In region II, the firm chooses a price that encourages the 
consumer to search but not to defer when the search 
cost rises.

Although we cannot directly observe in practice 
whether a firm sets its price to induce closure, we can 
observe other actions that highlight the firm’s desire to 
induce choice closure. One example consistent with 
such strategies can be found in online marketplaces, 
such as travel service platforms. The firm may urge 
consumers to buy soon by charging an attractive price 
and stating that the offer is only valid for a limited 
time, even though the price often does not rise after the 
deadline.14 Similarly, travel platforms may mislead-
ingly mention a hotel’s limited availability even when 
there is a large number of rooms left.15 Both actions pro-
mote a sense of urgency to discourage consumers from 
deferring choices. This can be explained as a way to cre-
ate hype or convey information (e.g., Subramanian and 
Rao 2016). Alternatively, this can be seen as the con-
sumer still searching for some information before mak-
ing a decision, but when the search is interrupted by 
fatigue or distractions, the consumer would want to 
purchase the product rather than delay the decision.

Another example of a choice closure-inducing tactic 
is exit-intent pop-ups. When a website detects that a 
consumer is about to leave, a pop-up is triggered to 
give the consumer a last-minute message to encourage 
action. These pop-ups often add urgency by highlight-
ing inventory scarcity or the deadline for the current 
offer, or they invoke observational learning by showing 
how many other consumers have bought and their tes-
timonials.16 Our model shows that whether a consumer 
defers or closes her choice upon fatigue depends cru-
cially on the price. The firm can both encourage initial 
search and induce choice closure by pricing at an inter-
mediate level, and doing so is optimal when the initial 
product value is in an intermediate range.

4.5. Other Comparative Statics
Figure 4 illustrates the comparative statics of P∗ with 
regard to the speed of learning σ2, the discount rate r, 
and the switching rates λ�and β: Note that the DM 
behaves differently across different regions of the opti-
mal prices.
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Because ex and 1=η�increase in σ2, the condition x0 <

x∗ � ex + 1=η�(region I) is more likely to be satisfied for 
larger σ2: So, fixing x0, the optimal price is 1=η, and the 
DM adopts the alternative at x0 in neither the search 
mode nor no-search mode when σ2 is large. Intuitively, 
the DM wants to search for information in a wider 
range of beliefs when the signal is more informative. 
As a result, the firm needs to charge a lower price to 
induce immediate purchase (x0� x decreases in σ2). 
Because 1=η�increases in σ2, the optimal price increases 
in σ2 in that region (region I).

The intuition for the increasing price is the following. 
A higher price has two effects on the firm’s profit (fix-
ing other parameters). On one hand, the firm’s current 
value of a purchase increases in price. This leads to a 

positive effect of price on the present value of the firm’s 
expected profit. On the other hand, a higher price 
moves the DM’s expected payoff of the alternative 
minus the price, y � x�P, further away from the pur-
chasing threshold. This leads to slower purchases 
because the DM needs to obtain more positive signals 
to reach the purchasing threshold. So, a higher price 
has a negative effect on the present value of the firm’s 
expected profit because of discounting. Notice that the 
extent of the positive effect depends only on the price. 
In contrast, a higher learning rate speeds up the pur-
chasing decision and mitigates the loss from discount-
ing. So, the extent of the negative effect falls in σ2. As σ2 

increases, the positive effect of a higher price on the 
firm’s profit remains the same, whereas the negative 

Figure 4. (Color online) Example of the Optimal Price P∗ as a Function of σ2, r,β, and λ�for r � 0:05,β � 0:5, λ � 0:5, and σ2 � 1 

Notes. Region I: x0<x∗0 (the DM adopts in neither the search mode nor the no-search mode). Region II: x0 ∈ [x∗0, x∗∗0 ] (the DM adopts in the 
no-search mode only). Region III: x0 > x∗∗0 (the DM adopts in both the search and no-search modes).
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effect becomes smaller. Therefore, the firm charges a 
higher price.

In contrast, the optimal price is x0� x, and the DM 
adopts the alternative at x0 without searching for 
small σ2. Because x increases in σ2, the optimal price 
decreases in σ2 in that region (region III). Intuitively, 
the firm wants to avoid search when the signal is not 
very informative, and the consumer also wants to 
reduce search in that case. The less informative the 
search process (lower σ2), the easier it is for the firm to 
convince the consumer to adopt the alternative without 
searching. So, the firm can charge a higher price as σ2 

decreases for small σ2: In the intermediate region 
(region II), both forces are at play, and the optimal price 
can be nonmonotonic in σ2.

The firm’s loss from delayed purchase is small when 
the discount rate r is small. So, it charges a price higher 
than x0� x, 1=η, to increase the profit per purchase, 
which induces search. Because 1=η�decreases in r, the 
optimal price decreases in r in that region. The firm’s 
loss from delayed purchase is high when the discount 
rate r is high. So, it prefers to charge x0� x to induce an 
immediate purchase in that case. Because x decreases 
in r, the optimal price increases in r in that region. The 
comparative statics with respect to the discount rate r 
may be nonmonotonic for intermediate values of the 
parameters (region II) because the optimal price is in 
the range of [x0� x, x0� ex], and there are two opposing 
effects in that region as discussed above.

The optimal price can be nonmonotonic in the recov-
ery rate β�when x0 is low. When x0 is low, the firm 
wants to encourage search, so it charges a price such 
that the DM does not adopt the alternative immedi-
ately in the search mode (region I and region II). When 
β�is low, choice deferral is costly for both consumers 
and the firm, so the firm can charge a higher price and 
induce closure. In this region, a higher β�makes deferral 
more attractive, so the firm has to charge a lower price 
to induce closure. The firm has a higher incentive to 
encourage search when the disruption of search is 
shorter (larger β). So, for β�large, the firm charges a 
price such that the DM defers choice at x0 (region I). 
The shorter the disruption of search is, the easier it is 
for the firm to induce the DM to search. So, the optimal 
price increases in β�in this region. As a result, the opti-
mal price is nonmonotonic in β�as the strategy changes 
from inducing closure (region II) to inducing deferral 
(region I).

When x0 is high, the firm’s loss from delayed adop-
tion is higher, and the firm prefers to induce choice clo-
sure at x0 (region II and region III). It is harder to 
convince the DM to adopt the alternative in the search 
mode as the disruption of search becomes shorter (a 
higher β�implies a higher x). So, the firm has to lower 
the price further to discourage search in the search 
mode as β�increases.

For similar reasons, the optimal price can be nonmo-
notonic in the disruption rate λ�when x0 is low. The 
firm encourages the DM to search in both the search 
and no-search modes by charging 1=η�for small λ�when 
x0 is low (region I). The optimal price decreases in λ�
because it is harder to encourage search as it gets inter-
rupted more frequently. For large λ, encouraging defer-
ral is too costly, and the firm switches to a higher price 
to induce choice closure. More frequent interruptions 
make it easier to induce closure, so the firm can charge 
a higher price when λ�increases in region II. As a result, 
the optimal price is nonmonotonic in λ�as the strategy 
changes from inducing deferral (region I) to inducing 
closure (region II). In contrast, when x0 is high, the firm 
charges x0� x for small λ�(region III), and the optimal 
price increases in λ:

Note that the model above assumes that the firm 
observes x0 and commits to a fixed price going for-
ward.17 If the firm cannot commit to a fixed price and is 
unable to observe the consumer’s evolving state xt, one 
has to consider the firm’s belief about xt. Consider any 
t > 0 when the consumer does not own the product; the 
firm’s belief about xt follows some continuous distribu-
tion, for which the consumer not searching for informa-
tion can also provide information. The firm faces a 
skimming problem as in bargaining under incomplete 
information (e.g., Fudenberg et al. 1985). The firm may 
try to learn about the consumer’s valuation for the 
product through successive price offers. The consu-
mer’s purchase threshold also depends on the consu-
mer’s expectation of all future price offers from the 
firm. After each price offer, if the consumer chooses not 
to buy the product, the firm’s belief becomes truncated 
at the top. However, comparing with Fudenberg et al. 
(1985), the current model has the additional features of 
time-varying search costs and evolving xt, both of 
which significantly complicate the problem.

If the firm cannot commit to future prices and also 
knows about consumer beliefs, we are then in a situa-
tion similar to Ning (2021). The consumer may suffer 
from a holdup problem, in which the firm may want to 
increase the price as xt increases. As in Ning (2021), we 
would then potentially need to allow the firm to self- 
impose a price ceiling in the form of a list price, with 
the possibility of the firm offering dynamic discounts.

5. Search Interventions
In the standard search model, without search fatigue or 
interruption, firms can deter consumer search by pro-
viding consumers with a discount for immediate pur-
chases (Armstrong and Zhou 2016). Relatedly, firms 
can increase consumers’ purchase likelihood by taking 
advantage of choice closure and choice deferral. In addi-
tion to using price to affect the search behavior, they can 
also intervene in the consumer’s search environment in 
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the presence of search fatigue. By retargeting inactive 
consumers, firms can increase the rate of switching from 
the no-search mode to the search mode (β). By making it 
harder (easier) to search for relevant information on the 
website, firms can increase (decrease) the search friction, 
which leads to a higher (lower) rate of switching from 
the search mode to the no-search mode (λ).

5.1. Retargeting
Retargeting is a common practice where firms use 
email marketing, display ads, and other marketing 
tools to speed up consumers’ purchase decisions. In the 
setup presented here, retargeting can be viewed as 
increasing the consumer’s switching rate from the 
no-search mode to the search mode (higher β).

Specifically, suppose the firm knows when the consu-
mers are in the no-search mode and can show consu-
mers retargeting ads to raise their recovery rate from 
the nonsearch mode from β0 to βr > β0 by incurring a 
retargeting cost of kr ≥ 0. The firm’s objective is to maxi-
mize its expected payoff given the initial position of 
the consumer x0 by choosing the optimal price and 
deciding whether to show retargeting ads, maxP,β∈{β0,βr}

Vf (x0)� kr(β� β0).
18 Because consumers will neither 

purchase nor gather new information in the no-search 
mode, one may think that firms always want to retarget 
consumers in the no-search mode to increase their like-
lihood of restarting the search as long as the retargeting 
cost is sufficiently low. However, this only holds if con-
sumers are oblivious to future retargeting. If a con-
sumer is aware of the firm’s retargeting strategy, then 
she expects to switch from the no-search mode to the 
search mode more frequently because of retargeting. As 
a result, she will want to search more before purchasing 
(higher x and ex) because she knows that she will stay in 
the search region for a longer proportion of the time 
because of retargeting. Because of discounting, a longer 
search time can be bad for the firm. It turns out that a 
higher rate of going back to the search mode can hurt 
the firm even if retargeting is costless. So, counterintui-
tively, retargeting may backfire and hurt the firm even 
if it is free.

Proposition 5. The firm does not retarget under any retar-
geting cost if the initial belief is high, x0 > x∗∗0 . Suppose that 
λ�is sufficiently large and that the initial belief is low, x0 ≤ 0. 
Then, there exists a cutoff cost k such that the firm retargets 
if and only if the retargeting cost kr is lower than k.

Several papers studying empirically the impact of 
retargeting use website (re-)visit as the dependent vari-
able, and they mainly find a positive result (e.g., Hoban 
and Bucklin 2015, Johnson et al. 2017, Sahni et al. 2019). 
Our results show that the effect of retargeting on the 
time spent on search may be different from the effect of 
retargeting on profits. Spending too much time search-
ing delays consumers’ purchasing decisions and can 

hurt the firm. It suggests that empirical work on retar-
geting can benefit from examining multiple outcome 
variables.

5.2. User Interface Design
The firm can also design the user interface to make the 
search experience more or less likely to be distracted or 
interrupted. A higher likelihood of interruption corre-
sponds to a higher switching rate from the search 
mode to the no-search mode (higher λ). The firm’s 
objective is to choose the optimal λ ∈ [λ,λ] that maxi-
mizes Vf (x0), maxP,λVf (x0). One can view [λ,λ] as 
the feasible space of λ. Because of constraints in user 
interface design and human limits, the firm cannot 
completely avoid search interruptions. The firm also 
cannot distract consumers immediately, no matter how 
distracting the website is. Similar to the retargeting 
case, an increase in λ�has both positive and negative 
effects on the firm’s profit. On the one hand, more dis-
tractions will keep the consumer in the search mode for 
a shorter period of time, which is bad for the firm 
because the consumer neither purchases nor gathers 
new information in the no-search mode. On the other 
hand, the consumer will adopt the alternative more 
easily (lower x and ex) as she becomes more likely to be 
distracted. The consumer knows that she will more 
likely be interrupted and not able to search, and thus, 
she speeds up her decision. This can benefit the firm by 
pushing the consumer to purchase sooner.

It turns out that the effect of a higher likelihood of 
interruption can either hurt or benefit the firm.

Proposition 6. The firm chooses λ∗ � λ�if the initial belief 
is high, x0 > x∗∗0 . Suppose that β�is sufficiently small. Then, 
the firm chooses λ∗ � λ�if the initial belief is low and the dis-
count rate is small, x0 ≤ 0 and r ≤ (

ffiffiffiffiffi
17
√
� 3)λ=4.

Figure 5 illustrates the firm’s profit as a function of λ:
As illustrated in Figure 5, the insights from Proposition 6
extend to a wider range of parameters. The firm’s profit 
decreases in λ�even if the initial belief is positive as long 
as it is small. It increases in β�even if the initial belief is 
lower than x∗∗0 , and the consumer does not adopt the 
alternative in the search mode as long as it is large. Con-
sidering both choice deferral and choice closure gives us 
a more comprehensive understanding of the impact of 
search frictions on firm profits.

Propositions 5 and 6 are related to the effect of chang-
ing the deadline of an exploding offer to the consumer. 
An exploding offer with a given deadline can also be 
seen as a model with time-varying search costs, where 
the cost goes to infinity after the deadline. Such time- 
varying costs change the consumer’s behavior. The 
main difference between our model and the exploding 
offer setting is that the consumer never goes back to 
search in the latter case, so there is no choice deferral in 
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that case. Part of the results in Propositions 5 and 6 is 
driven by choice deferral, which delays the purchasing 
decision and hurts the firm’s profits.

6. Extensions
We now consider extensions to the base model, in 
which (i) the DM can become aware of increased 
fatigue and (ii) there are start-up search costs.

6.1. Two Search Modes
We now consider a setup in which the DM can become 
aware of her increased fatigue over time. We consider 
this possibility with the existence of two search modes, 
the fully rested search mode 1 and the fatigued search 
mode 2. The DM moves from search mode 1 to search 
mode 2 at a hazard rate of λ1, and then, the DM moves 
from search mode 2 to the no-search mode at a hazard 
rate of λ2. For simplicity, we assume λ1 � λ2 � λ�in our 
analysis and discuss the case of λ1 ≠ λ2 at the end of 
the section. Once in the no-search mode, the DM moves 
to search mode 1 at a hazard rate of β: This captures the 
idea that the DM is aware of search fatigue because the 
DM realizes that the no-search mode will arrive sooner 
when she is in search mode 2 than when she is in 
search mode 1.

In the construction of optimal decision making, we 
are looking for three thresholds, x, x, and ex, with ex <
x < x such that in search mode 1, the DM adopts the 
alternative if x ≥ x; in search mode 2, the DM adopts 
the alternative if x ≥ x; and in the no-search mode the 
DM adopts the alternative if x ≥ ex:

Let V1(x) be the expected payoff in search mode 1, 
V2(x) be the expected payoff in search mode 2, and 
W(x) be the expected payoff in the no-search mode. 
Consider the Bellman equation in the no-search mode. 
We have

W(x) � βdtV1(x) + (1� βdt)e�r dtW(x), (18) 

which leads to W(x) � β
r+βV1(x):

Consider now the Bellman equation in search mode 
1. For x ∈ (x, x), we have

V1(x) � (1�λdt)e�r dtEV1(x+ dx) +λdtx: (19) 

For x < x, we have

V1(x) � (1�λdt)e�r dtEV1(x+ dx) +λdtV2(x): (20) 

Consider now the Bellman equation in search 
mode 2. For x ∈ (ex, x), we have

V2(x) � (1�λdt)e�r dtEV2(x+ dx) +λdtx: (21) 

Regarding the Bellman equation in search mode 2 
for x < ex, we can obtain

V2(x) � (1�λdt)e�r dtEV2(x+ dx) +λdt β
r+ β

V1(x), (22) 

where we use that W(x) � β
r+βV1(x):

Applying Itô’s lemma to the Bellman equations, 
solving the corresponding differential equations, and 
using value matching and smooth pasting at the differ-
ent thresholds lead to a system of equations (presented 
and analyzed in the Online Appendix) to obtain x1, x2, 
and ex.

We illustrate the results for the general case in 
Figures A.5–A.8 in the appendix. We observe that ex 
decreases in λ, increases in β, and decreases in r. Thus, 
the extent of choice deferral is greater when the search 
process is interrupted less frequently, when the DM 
returns to search mode sooner after an interruption, 
and when the DM discounts the future less. We observe 
that x� ex decreases in λ, β, and r. Thus, the extent of 
choice closure is greater when the search process is 
interrupted less frequently, when search interruptions 
last longer, and when the DM discounts the future less. 
These observations match those from the base model.

Note that with two search modes, there are two 
types of choice closure. The first type of choice closure 
happens when the DM moves from search mode 1 to 
search mode 2. With x < x, the DM requires less posi-
tive information to adopt the alternative in the fatigued 

Figure 5. (Color online) Example of the Firm’s Profit as a Function of λ�for r � 0:05,β � 0:5, and σ2 � 1 

Note. On the right panel, x∗∗0 is always higher than x0.
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search mode 2 than in the fully rested search mode 1 
because the DM expects information gathering to be 
interrupted sooner. The extent of this choice closure is 
measured by x� x. The second type of choice closure 
happens when the DM moves from search mode 2 to 
the no-search mode. The extent of this choice closure is 
measured by x� ex. From Figures A.5–A.8 in the appen-
dix, we observe that the extent of choice closure in 
search mode 2, x� ex, is greater than the extent of choice 
closure in search mode 1, x� x, for the parameter 
values considered, showing that greater fatigue leads 
to a greater extent of choice closure.

6.1.1. Choice Closure Behaviors for b and l Small. To 
get sharper results on the DM’s choice closure beha-
viors in different search modes, let us consider what 
happens when β→ 0, which makes ex→ 0: The Online 
Appendix presents the analysis for this case.

Proposition 7. Consider the two search modes case, and 
assume that λ�and β�are sufficiently small. Then, x� x 
increases in λ, and x� ex decreases in λ. Both x� x and 
x� ex decrease in the discount rate r, whereas x=σ, x=σ, 
and x�x

σ�do not depend on the amount of information gained 
during search σ2:

The existence of two search modes leads to new 
insights in search mode 1. The extent of choice closure in 
search mode 1 behaves differently from the base model. 
A greater rate of search fatigue λ�makes the DM more 
concerned about not being able to do further search. 
Thus, the DM has a stronger incentive to make a faster 
decision in both search modes, causing both x and x to 
decrease in λ. However, the effect is stronger in search 
mode 2 because a more fatigued DM expects search 
interruption to arrive sooner, causing x� x to increase 
in λ. So, the extent of choice closure in search mode 1 
increases in the rate of search fatigue, which is opposite 
to the comparative statics result in the base model.

The effects of λ, r, and σ2 on the extent of choice clo-
sure in search mode 2 are similar to those in the base 
model. Intuitively, the consumer will switch from the 
search mode to the no-search mode when she becomes 
fatigued, just as in the base model.

Following the above discussion, we would then 
expect in the case where the DM’s rate of moving from 
search mode 1 to search mode 2, λ1, is different from 
the DM’s rate of moving from search mode 2 to the 
no-search mode, λ2, the extent of choice closure in 
search mode 1 to increase in both λ1 and λ2, the extent 
of choice closure in search mode 2 to decrease in both 
λ1 and λ2, and the extent of choice deferral to decrease 
in both λ1 and λ2.

6.2. Start-up Search Costs
The analysis above considered the strategic effects of 
choice deferral through discounting of future payoffs. 

We now consider the existence of start-up search costs 
in the beginning of the search mode and show that 
these start-up search costs yield strategic effects of 
choice deferral without discounting.

Consider the model of Section 2, but assume that the 
DM does not discount the future expected payoffs but 
has start-up search costs F when moving to the search 
mode from the no-search mode.19 Furthermore, let us 
consider that the DM has ongoing search costs c per 
unit of time while in the search mode. The role of the 
search costs c is to give the DM an incentive to stop 
search and adopt the alternative in the search mode. 
Without the ongoing search costs and discounting, the 
DM would keep on learning information without mak-
ing a decision until there would be a switch from the 
search mode to the no-search mode.

The optimal decision making will involve the exis-
tence of four thresholds, x,ex,bx, and bx, with x > ex ≥ 0 ≥
bx > bx such that the DM adopts the alternative in the 
search mode if x ≥ x, adopts the alternative when 
switching from the search mode to the no-search mode 
if x ≥ ex, defers choice when switching from the search 
mode to the no-search mode if x ∈ (bx,ex), stops search 
without adopting the alternative when switching from 
the search mode to the no-search mode if x ≤ bx, and 
stops search in the search mode without adopting the 
alternative if x < bx:

Let V(x) be the value function for the DM when in 
the search mode and x ∈ (ex, x), eV(x) be the value func-
tion for the DM when in the search mode and x ∈ (bx,ex), 
and bV be the value function for the DM when in the 
search mode and x ∈ (bx,bx): Furthermore, recall that W(x) 
is the value function of the DM when in the no-search 
mode.

The Bellman equation of value function when the 
DM is in the no-search mode (which is relevant for 
x ∈ (bx,ex)) can be written as

W(x) � βdt[eV(x)� F] + (1� βdt)W(x), (23) 

from which we can obtain W(x) � eV(x)� F:
When the DM is in the search mode and x ∈ (bx,ex), 

we can then write the Bellman equation of the value 
function as
eV(x) ��c dt+ (1�λdt)EeV(x+ dx) +λdt[eV(x)� F]: (24) 

The Bellman equation for x ∈ (ex, x) can be written as
V(x) ��c dt+ (1�λdt)EV(x+ dx) +λdtx: (25) 

The Bellman equation for x ∈ (bx,bx) can be written as
bV(x) ��c dt+ (1�λdt)EV(x+ dx): (26) 

Applying Itô’s lemma on the Bellman equations, 
solving the corresponding differential equations, and 
using value matching and smooth pasting at each 
threshold lead to a system of equations, from which we 
can obtain x, ex, bx, and bx.20
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We can obtain x� ex � bx� bx, ex ��bx, and

ex �max
ffiffiffiffiffiffi
σ2

2λ

r
c

2(λF+ c)
1�H2

H
+

σ2

4(λF+ c)
, 0

( )

(27) 

x � ex + 1
bη

ln H, (28) 

where

H � 1+λF
c
+

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

λF
c
+ 1

� �2
� 1

s

(29) 

and bη �
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2λ=σ2

p
:

Noting that ex� bx captures the extent of choice defer-
ral and x� ex captures the extent of choice closure, we 
can obtain the following results.

Proposition 8. Consider that there are start-up and ongo-
ing search costs. Then, the extent of choice deferral decreases 
in the current search costs c, in the start-up search costs F, 
and in the rate at which the DM switches from the search 
mode to the no-search mode, λ: Moreover, ex � 0 if the start- 
up search cost is high enough, F ≥

ffiffiffiffiffiffiffiffiffiffiffiffiffi
c2

λ2 +
σ2

8λ

q

: The extent of 
choice closure decreases in the ongoing search costs c and in 
the rate at which the DM switches from the search mode to 
the no-search mode, λ, and it increases in the start-up search 
cost F.

The ongoing search costs c play a similar role to the 
discount r in the base model with discounting. An 
increase in ongoing costs lowers the present value of 
future payoffs and encourages the DM to make a 
choice faster in the search mode. Thus, both the extent 
of choice deferral and the extent of choice closure 
decrease in c. An increase in start-up search costs F 
plays a similar role to a decrease in the rate of fatigue 
recovery β�in the base model by decreasing the benefits 
of deferring choice. Thus, a higher F leads to a greater 
extent of choice closure and a lower extent of choice 
deferral. In particular, ex � 0 for F sufficiently high. Intu-
itively, if the start-up search costs are high enough, the 
DM does not restart search and chooses to adopt the 
alternative if x > 0, when switching from the search 
mode to the no-search mode. Note that because there is 
no discounting in this case, the rate at which the DM 
switches from the no-search mode to the search mode, 
β, does not affect the extent of choice deferral or closure 
in this model.

The comparative statics on the rate at which the DM 
switches from the search mode to the no-search mode, 
λ, are in the same direction as in the base model. The 
DM expects more search interruptions at a higher λ, 
which lowers the present value of future purchases 
and encourages the DM to make a choice faster in the 
search mode, causing both the extent of choice deferral 

and the extent of choice closure to decrease. This effect 
is consistent with the base model.

Given the above comparisons between the start-up 
costs model and the base model with discounting, if we 
consider adding start-up and ongoing search costs to 
the base model, we would expect the extent of choice 
deferral to decrease in the discount rate r, in the current 
search costs c, in the rate at which the DM switches 
from the search to the no-search mode λ, and in the 
start-up search costs F and increase in the rate at which 
the DM switches from the no-search mode to the search 
mode β. We would also expect the extent of choice clo-
sure to decrease in the discount rate r, in the current 
search costs c, in the rate at which the DM switches 
from the search mode to the no-search mode λ, and in 
the rate at which the DM switches from the no-search 
mode to the search mode β�and increase in the start-up 
search costs F.

Figures A.9–A.11 in the appendix illustrate how the 
thresholds x,ex,bx, and bx evolve as a function of the 
ongoing search costs c, the hazard rate of switching 
from the search mode to the no-search mode λ, and the 
start-up search costs F. We observe that both the extent 
of choice deferral and the extent of choice closure 
decrease in the frequency of search interruptions λ, 
similar to the base model.

6.2.1. Empirical Applications. The model with start-up 
and continuing search costs can be more empirically 
relevant than the base model. First, the existence of 
search costs creates endogenous quitting behaviors 
that are ignored in the base model for tractability. Sec-
ond, the strategic decision between deferral and clo-
sure in the base model relies on time discounting, but 
the extent of time discounting between different search 
opportunities may be relatively small. The existence of 
start-up search costs can create significant strategic 
effects without time discounting.

The model endogenously generates many consumer 
search and choice behaviors. For a given set of para-
meters (P,λ,β, c, F,σ2, x0), one can compute the distri-
butions on the number of search sessions; the length of 
each session; and the portions of consumers who buy, 
defer, or quit after each search session through simula-
tion. These moments allow one to estimate the model 
parameters using a data set that contains browsing 
session-level information. The price P should be observ-
able. The fatigue frequency λ�can be inferred from the 
average length of search sessions from consumers who 
defer choice and resume search later. The recovery fre-
quency β�can be inferred from the average length of inter-
ruptions from consumers who defer choice and resume 
search later. The remaining parameters (c, F,σ2, x0) can 
be estimated using the simulated method of moments 
(McFadden 1989, Lee and Ingram 1991, Duffie and Sin-
gleton 1993).
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Managers may also be interested in the probability 
that a consumer will end her search session because of 
elevated search costs and the probability that the con-
sumer will choose to defer instead of completing her 
choice.

7. Concluding Remarks
When searching for information to make a decision, an 
individual often faces interruptions to the information- 
gathering process because of time-varying search costs, 
potentially based on search fatigue. At the time when 
the search is interrupted, decision makers may decide 
to defer choices until they can gather information again 
because they do not have sufficient diagnostic informa-
tion. Alternatively, when facing interruptions, decision 
makers may strategically decide to make a choice 
immediately, even if they do not have sufficient diag-
nostic information, a behavior that the paper refers to 
as choice closure.

This paper investigates how the extent of choice 
deferral and the extent of choice closure respond to dif-
ferent environmental factors. We find that there is a 
greater extent of choice deferral when information 
gathering is interrupted less frequently, when indivi-
duals can resume gathering information sooner, and 
when individuals discount the future less. We also find 
that there is a greater extent of choice closure when 
information gathering is interrupted less frequently, 
when search interruptions last longer before indivi-
duals can resume gathering information, and when 
individuals discount the future less.

We investigate the effects of search fatigue by 
considering what happens when there are different 
stages in the search process with subsequently higher 
fatigue levels, showing that greater fatigue leads to a 
greater extent of choice closure. We also investigate 
the effects of start-up and ongoing search costs, in 
which case we can obtain strategic choice deferral and 
choice closure behaviors without time discounting. 
We find that the extent of choice deferral decreases in 
the ongoing search costs and in the start-up search 
costs and that the extent of choice closure decreases in 
the ongoing search costs but increases in the start-up 
search costs.

In terms of pricing, we find that the optimal price 
may be nonmonotonic in consumers’ initial beliefs 
about the product. For a low-enough initial belief, we 
find that the optimal price increases when the speed 
of learning during information gathering is higher, 
when information gathering is interrupted less fre-
quently, when consumers can resume gathering infor-
mation sooner after interruptions, and when the firm 
and consumers discount the future less. These results 
suggest that firms should use data on consumer 
browsing sessions when determining price and that 

price should change following interventions to reduce 
search fatigue or restart consumer search sooner, such 
as redesigning user interface, ad retargeting, email 
marketing, and push notifications.

In addition to pricing, we also consider other mana-
gerial decisions that affect consumers’ search environ-
ment. In particular, we study user interface design 
and retargeting. Firms can design the user interface 
to make the search process more or less likely to be 
interrupted. Existing research has had varied findings 
about the impact of search frictions on firm profits. 
Considering that both choice deferral and choice clo-
sure gives us a more comprehensive understanding. 
On the one hand, a higher rate of search fatigue keeps 
the consumer in the search mode for a shorter period 
of time, which is bad for the firm. On the other hand, it 
incentivizes the consumer to adopt the alternative 
more easily because of choice closure, which is good 
for the firm. We characterize when firms prefer a 
higher rate of search fatigue and when they prefer a 
lower level of search fatigue. A similar mechanism 
plays a critical role in firms’ retargeting decisions. We 
show that counterintuitively, retargeting may backfire 
and hurt the firm, even if it is costless because it 
reduces the positive effects of consumers’ choice clo-
sure behaviors.
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Appendix. Additional Figures

Figure A.1. (Color online) Base Model: Example of the Purchase 
Thresholds x and ex as a Function of β�for r � 0:05,λ � 0:5, and 
σ2 � 1 
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Figure A.2. (Color online) Base Model: Example of the Purchase Thresholds x, ex, and Their Difference δ � x � ex as a Function of 
r for λ � 0:5, σ2 � 1, and β � 0:1, 5 

Notes. δ�is the vertical distance between x and ex. Human eyes tend to view it as the straight-line distance between x and ex, which leads to an 
optical illusion about the comparative statics of δ. So, we draw δ�separately in two figures for clarity. (a) Purchase thresholds. (b) δ�when β�� 5. 
(c) δ�when β�� 0.1.

Figure A.4. (Color online) Base Model: Example of the Pur-
chase Thresholds x and ex as a Function of σ2 for r � 0:05, λ �
0:5, and β � 0:1, 5 

Figure A.3. (Color online) Base Model: Example of the Pur-
chase Thresholds x and ex as a Function of λ�for r � 0:05, σ2 �

1, and β � 0:1, 5 

Figure A.5. (Color online) Two Search Modes: Example of 
the Purchase Thresholds x, x, and ex for the Two Search 
Modes Case as a Function of β�for r � 0:05,λ � 0:5, and σ2 � 1 

Figure A.6. (Color online) Two Search Modes: Example of the 
Purchase Thresholds x, x, and ex for the Two Search Modes 
Case as a Function of r for λ � 0:5, σ2 � 1, and β � 0:1, 5 
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Figure A.7. (Color online) Two Search Modes: Example of the 
Purchase Thresholds x, x, and ex for the Two Search Modes 
Case as a Function of λ�for r � 0:05, σ2 � 1, and β � 0:1, 5 

Figure A.8. (Color online) Two Search Modes: Example of the 
Purchase Thresholds x, x, and ex for the Two Search Modes 
Case as a Function of σ2 for r � 0:05, λ � 0:5, and β � 0:1, 5 

Figure A.9. (Color online) Start-up Search Costs: Evolution of the Stop/Search Thresholds for the Start-up Search Costs Case as 
a Function of c for λ � 0:5, σ2 � 1, and F � 0:1 

Figure A.10. (Color online) Start-up Search Costs: Evolution 
of the Stop/Search Thresholds for the Start-up Search Costs 
Case as a Function of λ�for c � 0:01, σ2 � 1, and F � 0:1 

Figure A.11. (Color online) Start-up Search Costs: Evolution 
of the Stop/Search Thresholds for the Start-up Search Costs 
Case as a Function of F for λ � 0:5, σ2 � 1, and c � 0:01 
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Endnotes
1 The source is https://www.marketingcharts.com/industries/auto 
motive-industries-2009.
2 Coverage of decision fatigue is available at https://www.optimizely. 
com/optimization-glossary/decision-fatigue/, and coverage of daily 
deal fatigue is available at https://www.foxbusiness.com/features/ 
dont-fall-victim-to-daily-deal-fatigue.
3 The source is https://www.semrush.com/blog/mobile-vs-desktop- 
usage/.
4 The source is https://databox.com/google-analytics-4-industry- 
benchmarks.
5 For a related concept, see, for example, Webster and Kruglanski 
(1994) and Choi et al. (2008).
6 See Byrne and de Roos (2022) for evidence on the existence of 
start-up search costs.
7 See also Carlin and Ederer (2019).
8 We take x0 as exogenous in the analysis. If the firm has private 
information on the value of the product, the firm could potentially 
signal some average value of the product (i.e., x0) through its market 
actions (e.g., price). Exploring this is beyond the scope of the paper.
9 Alternatively, this case could be seen as the limit case when there is a 
finite but large number of attributes. For further analysis on consumer 
search see, for example, Fudenberg et al. (2018), and Roberts and Weitz-
man (1981). For further modeling of consumer search across alterna-
tives, see, for example, Ke et al. (2016), Zhu and Dukes (2017), Ke and 
Villas-Boas (2019), Ke and Lin (2020), and Gardete and Hunter (2024).
10 See the derivation in the Online Appendix.
11 Note that for β�� 5, x � ex still decreases in r, even though the lines 
appear to be closer for r small in Figure A.2 in the appendix.
12 Numerical analysis also suggests that the price function is mono-
tonic in x0 for β�large.
13 Note that the search behavior can have implications beyond pric-
ing, such as product design (e.g., Guo and Zhang 2012, Kuksov and 
Zia 2024).
14 The source is https://www.independent.co.uk/travel/news-and- 
advice/holiday-deals-limited-time-only-offers-which-investigation- 
fake-why-bookings-expedia-virgin-sandals-a8138311.html.
15 See https://www.nbcnews.com/better/lifestyle/travel-website- 
you-re-using-says-there-s-only-1-ncna1073066.
16 For examples of exit-intent pop-ups, see https://www.nngroup. 
com/articles/exit-intent-good-ux/, https://optinmonster.com/40- 
exit-popup-hacks-that-will-grow-your-subscribers-and-revenue/ 
#Urgency, and https://getsitecontrol.com/blog/exit-popups/.
17 This is similar to Branco et al. (2012) and Ning and Villas-Boas 
(2023); see also the discussion there.
18 It would be interesting to consider the case in which the firm is 
not fully aware if the consumer is in the no-search mode. That case 
would lead, however, to a dynamic time-varying retargeting deci-
sion, which is beyond the scope of this paper. A detailed analysis in 
the absence of time-varying search costs can be found in Villas-Boas 
and Yao (2021). See also Gardete and Guo (2021) on the interaction 
between search and advertising.
19 The start-up search costs F can also be seen as capturing in some 
way the possible effects of hyperbolic discounting (Laibson 1997).
20 The derivation of the solution is presented in the Online Appendix.
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