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Series Foreword

This is the 25th book in the Organizational Frontiers Series of books initiated by the Society for Industrial and Organizational Psychology (SIOP). The overall purpose of the Series volumes is to promote the scientific status of the field. Ray Katzell first edited the Series. He was followed by Irwin Goldstein, Sheldon Zedeck, and Neal Schmitt. The topics of the volumes and the volume editors are chosen by the editorial board, or individuals propose volumes to the editorial board. The series editor and the editorial board then work with the volume editor(s) in planning the volume.

The success of the series is evident in the high number of sales (now over 50,000). Volumes have also received excellent reviews, and individual chapters as well as volumes have been cited very frequently.

This volume, edited by Cheri Ostroff and Timothy A. Judge, reflects thinking and research on issues concerning the fit between individuals and their organizations. The idea of fit is an important topic receiving greater and greater attention. However, there has been no systematic integration of this material. There have been many different approaches to fit, and this volume identifies them and uses a strong conceptual focus to integrate these different points of view.

There are several other strengths of this volume. Almost by definition, fit reflects a multilevel perspective ranging from micro, individual-level, variables to macro, organizational, variables. This volume comprehensively addresses this multilevel issue. It also integrates theory and research done in different domains such as selection, recruitment, diversity, and leadership. The volume, especially the concluding chapter, specifically addresses issues of methodology in this area and needed research.

The editors and chapter authors deserve our gratitude for clearly communicating the nature, application, and implications of the theory and research described in this book. Production of a volume such as this involves the hard work and cooperative effort of many individuals. The editors, the chapter authors, and the editorial board all played important roles in this endeavor. As all royalties from the Series volumes are used to help support SIOP; none of the editors or authors received any remuneration. The editors and authors deserve our appreciation for engaging a
Sampling Issues

Studies of PE fit can be complicated by the fact that the individuals within the same unit or organization are exposed to the same environmental conditions; hence, variability on E is of concern. For example, in a single study whereby variability exists on P but E is the same or relatively similar for all individuals, the study will be reduced to an individual difference study, not a true fit study, because E is a constant across those under investigation. Similarly, based on the attraction−selection−attrition process, individuals within a unit are likely to be relatively homogeneous (e.g., Schneider et al., 1997), making variability on P a potential concern. Taken together, PE fit studies conducted within a single unit or organization are likely to exhibit severe restrictions on the variability of both P and E factors. This often necessitates collection of data across units and/or across organizations to provide the necessary variability on both factors.

Timing of Data Collection

As with any study, when all measures (P and E factors, antecedents, and outcomes) are collected at the same time, from the same sources, response bias is likely to be a problem. These problems can be ameliorated to some degree by careful attention to the design of the measures as well by providing time lags between collection of measures (e.g., Harrison, McLaughlin, & Coailler, 1996). Equally important is the construction of fit as a dynamic process that occurs over time (Tinsley, 2000). The notion that individuals can change the E and that E can change individuals’ attributes over time requires longitudinal and panel type of designs as opposed to concurrent measurement strategies.

In this section of the chapter, some basic measurement and design issues were highlighted. In the remaining subsections of this chapter, each author summarizes a specific statistical or analytical technique that can be used to assess fit and test fit hypotheses.

11.2 Profile Comparison Methods for Assessing Person–Situation Fit

David F. Caldwell, Jennifer A. Chatman and Charles A. O’Reilly

Characterizing people and situations and comparing them in meaningful ways remain key challenges for person–environment (PE) fit researchers. One common approach is to identify a specific individual characteristic, such as a personality trait, and a specific situational characteristic, such as a job attribute, and to directly investigate the joint effects or interactions between the two variables on some outcome. Such an approach is effective for testing specific predictions, such as whether sales people who are more extraverted fit the customer-oriented demands of the jobs and therefore sell more than those who are less extraverted. This type of approach is appropriate when strong theoretical links between the specific P and E variables exist, and the variables are considered centrally relevant to describing both the person and situation. For example, compared with introverted people, extraverted people should be more comfortable with the high level of interpersonal interaction required to be successful in sales jobs (Voland & McCarthy, 1979).

This approach is not appropriate, however, for answering questions that require information about a person’s overall fit to a situation and how that fit influences behavioral outcomes. Overall fit is important because neither people nor situations are unidimensional. Thus, one attribute of an individual could fit well with a particular situational attribute, but the person might also have other characteristics that are incompatible with important attributes also present in that situation. This becomes important even if a person or situation is characterized by two dimensions rather than by one. To extend the aforementioned example of extraversion and interpersonal abilities, for example, it is possible that only extraverted people who are also conscientious are effective as sales representatives because success in sales involves both getting along with others as well as gathering information, being prepared to answer questions, and following up with customer requests (e.g., Barrick, Mount, & Strauss, 1993). Using techniques that only assess the fit between a single person and situation attribute to predict an outcome may result in ambiguous and, potentially, misleading findings. For example, the relationship between extraversion and sales performance would be completely obscured if half of the extraverted people were highly conscientious and half were not conscientious at all. Thus, the primary threat to conducting valid person–situation fit research involves omitting important attributes that characterize persons and situations in appropriately comprehensive and relevant terms (e.g., Chatman, 1989).

Because people and situations are multidimensional, meaningful and valid tests of fit hypotheses require comprehensive descriptions of both persons and situations. One advantage of profile methods is that a profile can describe both the person and situation across a large number of dimensions. Further, a single index that captures the overall degree of fit across dimensions is created. Profiles, therefore, have the potential to be more comprehensive than, for example, approaches that are based on experimental designs examining the interaction between a person and situation variable (e.g., Chatman & Barsade, 1995) or approaches that use statistical interactions (e.g., Edwards, 1995) to study person situation fit.

A second important difference between profile techniques and other ways of assessing fit is that profiles allow for a semi-idiographic assess-
ment of fit, yielding the benefits of both idiographic and nomothetic approaches. Most methods for assessing fit are essentially nomothetic in that they focus on between-person comparisons and assess individual differences by comparing the target person to others, usually on a single dimension. While nomothetic methods enable comparisons across people or across time (e.g., Luthans & Davis, 1982), they do not allow researchers to assess important within-person comparisons that also influence an individual’s behavior or affect.

As Pelham (1993) has noted, assessing the relative importance of traits to that individual may yield very different results than when those same traits are assessed by comparing that person to other people. And, the extent to which a trait is part of an individual’s self-concept influences how he or she processes information relevant to that trait (Markus, 1977). Theoretical conceptualizations of fit often assume that either the personal traits or situational characteristics being assessed are equally relevant to all individuals. This assumption is inappropriate for certain research questions such as how various traits relate to other traits within a person, how well a person’s knowledge, skills, and abilities fit with an array of requisite job attributes (e.g., Caldwell & O’Reilly, 1990), or how well a person’s values fit with an organization’s overall culture (e.g., Chatman, 1991; O’Reilly, Chatman, & Caldwell, 1991). Thus, an advantage of profiling techniques is that they can be used semi-idiographically to understand a person’s uniquely configured characteristics while still allowing for meaningful comparisons between people.

Profiles as Assessment Tools

The profile comparison process is derived from Q-methodology and, specifically, from its application in personality assessment (e.g., Block, 1978). In a Q-sort procedure, the respondent is presented with a large number of attributes or statements (typically between 50 and 100) and asked to sort those statements into a set of predetermined categories according to some criterion, usually the extent to which the statement is characteristic of the individual. Typically, the respondent is asked to sort the items into nine categories ranging from most characteristic to most uncharacteristic. The number of items to be placed in each category is specified by a 9-point unimodal, symmetrical distribution so that the largest numbers of items are placed in the middle categories and the smallest numbers in the extreme categories. For example, if a respondent was sorting 70 items, he or she might be asked to designate 3 items as most characteristic (Category 9) and 3 items as most uncharacteristic (Category 1). The middle categories would have substantially more items. In this case the middle category, neither characteristic nor uncharacteristic (Category 5), might contain 18 items.

The forced shape of the distribution offers a number of advantages over free rating schemes. In free rating schemes, respondents are permitted to place any number of items in any category and are not required to place all items in categories, thereby making this method purely idiographic because it results in a unique configuration for each focal individual; however, the unequal numbers of attributes per category precludes comparisons across individuals (Block, 1978). In particular, the items assigned to the middle categories are relatively less important in describing an individual than are those assigned to the extremes; categories, yet raters find discriminating among the items in the middle categories to be relatively difficult. Increasing the number of items that must be placed in the middle categories (as in a forced distribution method) minimizes these difficult, yet relatively unimportant, discriminations and better fits with people’s cognitive capabilities to discriminate reliability among attributes.

Profile techniques are also robust in that the concourse of items individuals are asked to sort can vary, as can the definition of the categories into which the items are sorted. Although for most of the early uses of the technique individuals were asked to sort personality descriptors, we have used competencies (Caldwell & O’Reilly, 1990) and values (Chatman, 1991; O’Reilly, Chatman, & Caldwell, 1991) in addition to personality descriptors (Chatman, Caldwell, & O’Reilly, 1999). Researchers can also use standard sets of items (e.g., California Adult Q-Sort (Block, 1978) or Organization Culture Profile (O’Reilly et al., 1991) or a unique set of items constructed for specific research contexts.

Respondents are frequently asked to sort items in terms of how characteristic of them they are; however, they can also be asked to sort the items on another dimension. In a personality–situation fit study, for example, items might be sorted to create both “real” and “ideal” personality profiles (e.g., Chatman et al., 1999). To test fit hypotheses, job experts might sort competencies on the extent to which they are required in a particular job and job incumbents might sort the same items in terms of how self-descriptive they are (e.g., Caldwell & O’Reilly, 1990).

Analyzing Profile Data

The statistical techniques for analyzing profile data are straightforward. The value of each item sorted is based on the category to which it is assigned. For example, with nine categories, an item placed in the most characteristic category would receive a value of 9, whereas an item described as neither characteristic or uncharacteristic would receive a value of 5. In a typical person–situation fit study, one set of raters might array a set of situational attributes in terms of the traits that are required to be successful in a job. A set of job incumbents would be asked to sort the same
set of traits in terms of how self-descriptive they are. Fit would be measured by simply correlating the vectors of values assigned to the items (e.g., for each individual, an individual’s self-profile is correlated with the situational profile derived from expert raters). Fit is, thus, operationalized as a correlation coefficient.

In many cases, multiple raters might provide profiles of either the individual or the situational variables. When multiple raters act as informants, the vector of scores can be calculated by averaging across their responses. The consistency of raters’ responses can be assessed by a variation of the Spearman–Brown general prophecy formula (e.g., Chatman, 1989).

In the case of profile data, this coefficient is interpreted as evidence of agreement among raters rather than evidence of the underlying construct and specifically reflects the stability of the profile. An intraclass correlation coefficient, calculated as the median correlation coefficient among all pairs of raters, can also be used to assess agreement among raters on the focal individual or situation (e.g., Block, 1978; Kenny, Albright, Malloy, & Kashy, 1994).

Using Profile Data

The semi-idiographic nature of profiles allows comparison between individuals yet also provides a fine-grained picture of both people and situations. People’s relative fit to a situation can be assessed by comparing the magnitude of the correlation coefficients between each individual’s profile and a common profile of the situation. In this sense, correlation coefficients reflect the overall fit of an individual to a situation, relative to other individuals, across a wide range of dimensions.

The idiographic nature of the profile can provide a rich, clinical picture of the individual or the situation. In a typical profile study, individuals who are familiar with the situation, either through their tenure, experience, or expertise, would sort the same items about the situation. Similarly, raters who were familiar with the focal individual (either him or herself or observers) would sort the same items to describe the person. This eliminates common-response bias, and it also allows the use of true “experts” who are likely to be distinctly familiar with either the person or the situation, but not both. In addition, inspecting the rankings of the items and clustering of related items can provide an interpretative portrait of the both the person and situation. Differences between the person and situation across these clusters of items can provide insights into why a person might fit or not fit a particular situation.

Although the semi-idiographic nature of profile data offers advantages in studying fit, there is no guarantee that profile methodology will provide a more accurate test of a specific hypothesis than a completely nomothetic approach. The ipsative nature of profile data limits the use of some statistical techniques. Further, the correlation-based fit score provides an overall measure of fit, but no statistical test of the nature and significance of mismatches between individual variables and situational variables exists and researchers have relied on judgment to determine what constitutes relative fit or misfit. For example, two individuals could have the same overall fit score yet in one case it was because the individual was higher on some individual variables than called for in the situation and the other individual was lower on those same items. Although inspecting the profiles could provide insights regarding those differences, the ipsative nature of the data make some statistical tests problematic.

The use of difference scores to interpret profile data has been criticized because of their potential unreliability (e.g., Edwards, 1995). Johns (1981), however, listed a number of ways in which difference scores can be reliably developed and assessed including using commensurate terms, which we strongly advocate, and using different raters to create the situational and person profiles. Further, although Edwards’ (1995) critique raised a number of valid points, profile comparison approaches remain valuable tools for fit research because they allow researchers to answer important and different types of research questions that take into account the multidimensional nature of people and situations. Profile approaches enable researchers to derive a single index that simultaneously captures fit across multiple dimensions, thereby making it possible to test notions regarding the importance of overall fit, as well as relationships between overall fit and various behavioral and attitudinal responses in organizations.

11.3 POLYNOMIAL REGRESSION AND RESPONSE SURFACE METHODOLOGY

Jeffrey R. Edwards

Person-environment (PE) fit research often relies on methods that collapse P and E measures into a single score intended to represent PE fit. Typically, these methods involve computing the difference between person and environment measures or the similarity between profiles of measures that describe person and environment on multiple dimensions. These methods suffer from numerous methodological problems, as documented elsewhere (Cronbach, 1958, 1992; Edwards, 1994; Johns, 1981). Problems with difference scores and profile similarity indices are avoided by polynomial regression (Edwards, 1994, 1992; Edwards & Parry, 1993), which uses separate measures of P and E and examines their joint relationships with causes and consequences of PE fit. Polynomial regression is based on the premise that P and E measures represent distinct constructs and the assumptions embedded in difference scores and profile similarity indices represent hypotheses that should be tested empirically.
In this section polynomial regression and its relevance to P-E fit research are discussed. The section has three objectives: (a) to show how polynomial regression can be viewed as a generalization of difference scores and profile similarity indices; (b) to explain how results from polynomial regression analyses can be understood using response surface methodology; and (c) to emphasize that polynomial regression and response surface methodology can facilitate theory development in PE fit research. This overview focuses on fit as a cause of outcomes, and procedures for treating fit as an outcome are briefly discussed at the end of the summary.

**Polynomial Regression as a Generalization of Difference Scores and Profile Similarity Indices**

The basics of polynomial regression can be understood by contrasting it with difference scores and profile similarity indices. To illustrate, consider Fig. 11-1a, which depicts a positive relationship between an algebraic difference score and an outcome. This relationship can be represented by the following regression equation:

\[ Z = b_0 + b_1(X - Y) + e, \]  

where \( X \) is the environment, \( Y \) is the person, \( Z \) is the outcome, and \( e \) is a random disturbance term. The positive relationship in Fig. 11-1a corresponds to a positive value for \( b_1 \) in Equation 1. The connection between Equation 1 and polynomial regression can be seen by expanding Equation 1, which yields

\[ Z = b_0 + b_1X - b_1Y + e. \]  

Equation 2 shows that using an algebraic difference as a predictor is equivalent to using the components of the difference as predictors and constraining their coefficients to be equal in magnitude and opposite in sign. The relationship of \( X \) and \( Y \) with \( Z \) indicated by Equation 2 is illustrated by the three-dimensional surface in Fig. 11-2a. The constraint imposed by Equation 2 can be empirically tested using the following equation:

\[ Z = b_0 + b_1X + b_2Y + e. \]  

Equation 3 is a linear polynomial regression equation in which the relationships of \( X \) and \( Y \) with \( Z \) can differ in sign and magnitude. Results from Equation 3 can be used to determine whether \( b_1 = -b_2 \), as indicated by Equation 2, and whether \( b_1 \) is positive and \( b_2 \) is negative, as implied by Fig. 11-2a.

---

**FIGURE 11-1.** Two-dimensional difference score functions.
Figure 11–1b shows an inverted-V relationship, such that the outcome is maximized when \( X \) and \( Y \) are equal. The relationship in Fig. 11–1b is captured by the following regression equation:

\[
Z = b_0 + b_1|X - Y| + e.
\]  

Equation 4 uses the absolute value of the difference between \( X \) and \( Y \) as a predictor of \( Z \). A negative value for \( b_1 \) would correspond to the inverted-V relationship in Fig. 11–1b. As written, Equation 4 cannot be algebraically expanded, because an absolute difference is a logical rather than an algebraic transformation. This dilemma is overcome by replacing Equation 4 with the following equation (Edwards, 1994):

\[
Z = b_0 + b_1(1 - 2W)(X - Y) + e.
\]  

In Equation 5, \( W \) is a dummy variable that equals 0 when \( X - Y \) is positive, equals 1 when \( X - Y \) is negative, and is randomly set to 0 or 1 when \( X = Y \). As a result, when \( X - Y \) is positive, \( 1 - 2W \) equals 1, and the compound term \((1 - 2W)(X - Y)\) reduces to \((X - Y)\). In contrast, when \( X - Y \) is negative, \( 1 - 2W \) equals \(-1\), and the term \((1 - 2W)(X - Y)\) becomes \(-(X - Y)\). Hence, when \( X - Y \) is positive, its sign is unaltered, and when \( X - Y \) is negative, its sign is reversed, producing the same result as the absolute value transformation. When \( X = Y \), \((1 - 2W)(X - Y)\) equals 0 regardless of the value of \( W \). Expanding Equation 5 yields

\[
Z = b_0 + b_1X - b_1Y - 2b_1WX + 2b_1WY + e.
\]  

Equation 6 shows that using an absolute difference as a predictor effectively constrains the coefficients on \( X \) and \( Y \) to be equal in magnitude but opposite in sign, constrains the coefficients on \( WX \) and \( WY \) to be equal in magnitude but opposite in sign, and constrains the coefficient on \( WY \) to be twice as large as the coefficient on \( X \). Equation 6 also indicates that the coefficient on \( W \) is constrained to 0, given that it is excluded from the equation. Fig. 11–2b shows a three-dimensional surface that corresponds to Equation 6. The constraints imposed by Equation 6 can be tested with the following equation:

\[
Z = b_0 + b_1X + b_2Y + b_3W + b_4WX + b_5WY + e.
\]  

Equation 7 is a piecewise polynomial regression equation. Coefficient estimates from this equation can be used to assess the constraints imposed by Equation 6 by testing whether (a) \( b_1 = -b_2 \), (b) \( b_4 = -b_5 \), (c) \( b_5 = 2b_1 \), and (d) \( b_5 = 0 \). The direction of the inverted-V relationship in Fig. 11–2b further stipulates that \( b_4 \) and \( b_5 \) are positive and that \( b_2 \) and \( b_4 \) are negative.
Figure 11–1c shows an inverted-U relationship. Like Fig. 11–1b, Fig. 11–1c indicates that the outcome is maximized when X and Y are equal. However, as the difference between X and Y increases, the outcome decreases linearly in Fig. 11–1b, as opposed to the curvilinear decrease in Fig. 11–1c. The relationships shown in Fig. 11–1b and c are usually treated the same in PE fit research. This relationship in Fig. 11–1c corresponds to the following regression equation:

\[ Z = b_0 + b_1(X - Y)^2 + e. \] (8)

Equation 8 uses the squared difference between X and Y as a predictor of Z. For the relationship in Fig. 11–1c, the sign of \( b_1 \) in Equation 8 would be negative. Expanding Equation 8 yields:

\[ Z = b_0 + b_1X^2 - 2b_1XY + b_1Y^2 + e. \] (9)

Equation 9 indicates that using a squared difference as a predictor constrains the coefficients on \( X^2 \) and \( Y^2 \) to be equal and the coefficient on \( XY \) to be twice as large in magnitude and opposite in sign of the coefficient on \( X^2 \) or \( Y^2 \). Equation 9 also implicitly constrains the coefficients on X and Y to be 0, given that both of these variables are excluded from Equation 9. A three-dimensional surface corresponding to Equation 9 is shown in Fig. 11–2c, and the four constraints imposed by Equation 9 can be tested with the following equation:

\[ Z = b_0 + b_1X + b_2Y + b_3X^2 + b_4XY + b_5Y^2 + e. \] (10)

Equation 10 is a quadratic polynomial regression equation. Coefficient estimates from Equation 10 can be used to evaluate the constraints imposed by Equation 9 by testing whether (a) \( b_1 = 0 \); (b) \( b_2 = 0 \); (c) \( b_3 = b_5 \); and (d) \( b_4 = -2b_3 \). The direction of the inverted-U relationship in Fig. 11–2b further indicates that \( b_1 \) and \( b_5 \) are negative and \( b_4 \) is positive.

The logic used to translate difference scores into polynomial regression equations can be applied to profile similarity indices (Cronbach & Gleser, 1953; Edwards, 1993, 1994). For example, profile similarity indices that represent sums of algebraic, absolute, or squared differences can be written by extending Equations 2, 6, and 9, respectively, to include multiple pairs of X and Y measures in which each pair represents a dimension on which the profiles are compared. The constraints imposed by these indices can be tested using extended versions of Equations 3, 7, and 10. Euclidean distance and profile correlation indices, which are commonly used in PE fit research, cannot be algebraically expanded, but the conceptual principles they are intended to capture can be examined using unconstrained regression equations for the sums of absolute or squared differences (Edwards, 1993).

**Applying Response Surface Methodology to Polynomial Regression Analysis**

When polynomial regression yields coefficients that satisfy the constraints associated with Equations 2, 6, and 9, results are easily interpreted because they conform to the idealized surfaces shown in Fig. 11–2. However, these constraints are usually rejected, which complicates the interpretation of results. Furthermore, the surfaces in Fig. 11–2 comprise a narrow subset of hypotheses that could be developed regarding the joint effects of the person and environment on outcomes. For example, outcomes produced by PE misfit may differ depending on whether the environment is greater than or less than the person (Edwards, Caplan, & Harrison, 1998; Naylor, Pritchard, & Ilgen, 1980; Rice, McFarlin, Hunt, & Near, 1985). In addition, the effects of PE fit may depend on whether the person and environment are both low or high in an absolute sense (Edwards & Rothbard, 1999). Complexities such as these are important from a theoretical standpoint but are not captured by the surfaces in Fig. 11–2.

The foregoing issues can be addressed using response surface methodology (Edwards & Parry, 1993), which allows researchers to rigorously analyze three-dimensional surfaces relating the person and environment to outcomes. Response surface methodology facilitates substantive interpretation when constraints imposed by difference scores are rejected, as is usually the case. Perhaps more importantly, response surface methodology allows PE fit researchers to develop and test hypotheses that go far beyond the simplified surfaces shown in Fig. 11–2.

Response surface methodology involves analyzing features of surfaces that correspond to polynomial regression equations. The quadratic equation in Equation 10 captures a wide range of hypotheses relevant to PE fit research and is therefore the focus of the present discussion. A quadratic equation reflects one of three types of surfaces: (a) *concave*, which is dome-shaped; (b) *convex*, which is bowl-shaped; and (c) *saddle*, which is shaped like a saddle. For each surface, response surface methodology involves the analysis of three basic features.

The first feature is the stationary point, which is the point at which the surface is flat. For a concave surface, the stationary point is the overall maximum of the surface. For a convex surface, the stationary point is the overall minimum of the surface. For a saddle surface, the stationary point is the intersection of the lines along which the upward and downward curvatures of the surface are greatest. The location of the stationary point can be computed by inserting the estimated coefficient values from a quadratic regression equation into the following formulas:

\[ X_0 = \frac{b_1b_4 - 2b_2b_3}{4b_2b_4 - b_3^2} \] (11)
where $X_0$ and $Y_0$ are the coordinates of the stationary points in the $X,Y$ plane.

The second feature involves the principal axes, which describe the orientation of the surface in the $X,Y$ plane. The principal axes run perpendicular to one another and intersect at the stationary point. For a concave surface, the first principal axis is the line of minimum downward curvature, and the second principal axis is the line of maximum downward curvature. For a convex surface, the first principal axis is the line of maximum upward curvature, and the second principal axis is the line of minimum upward curvature. Finally, for a saddle surface, the first principal axis is the line of maximum upward curvature, and the second principal axis is the line of maximum downward curvature.

The principal axes can be written as equations that describe lines in the $X,Y$ plane. An equation for the first principal axis is

$$Y = p_{10} + p_{11}X.$$  \hspace{1cm} (13)

The slope of the first principal axis (i.e., $p_{11}$) is computed as follows:

$$p_{11} = \frac{b_3 - b_1}{b_4} = \frac{\sqrt{(b_3 - b_1)^2 + b_4^2}}{b_4}.$$  \hspace{1cm} (14)

The intercept of the first principal axis (i.e., $p_{10}$) is computed as follows:

$$p_{10} = Y_0 - p_{11}X_0.$$  \hspace{1cm} (15)

Likewise, an equation for the second principal axis is

$$Y = p_{20} + p_{21}X.$$  \hspace{1cm} (16)

The slope of the second principal axis (i.e., $p_{21}$) is computed using the following formula:

$$p_{21} = \frac{b_5 - b_3}{b_4} = \frac{\sqrt{(b_5 - b_3)^2 + b_4^2}}{b_4}.$$  \hspace{1cm} (17)

The intercept of the second principal axis (i.e., $p_{20}$) is computed as follows:

$$p_{20} = Y_0 - p_{21}X_0.$$  \hspace{1cm} (18)

The third feature entails the shape of the surface along relevant lines in the $X,Y$ plane, which can be computed by substituting the equation for the line into Equation 10. To illustrate, the $Y = X$ line is meaningful to PE fit research because it represents values for which the person and environment are equal. For the surface in Fig. 11–2c, this line runs diagonally across the floor of the graph from the near corner to the far corner. Substituting $Y = X$ into Equation 10 yields

$$Z = b_0 + b_1X + b_2X + b_3X^2 + b_4X^2 + b_5X^2 + e = b_0 + (b_1 + b_2)X + (b_3 + b_4 + b_5)X^2 + e.$$  \hspace{1cm} (19)

As Equation 19 shows, the curvature of the surface along the $Y = X$ line is represented by the sum $b_1 + b_2$, and the slope of the surface at the point $X = 0$ (and $Y = 0$, given that $Y = X$) is $b_1 + b_2$. If these sums equal zero, then the surface is flat along the $Y = X$ line, consistent with the surface in Fig. 11–2c.

Another line of interest in PE fit research is the $Y = -X$ line. When $X$ and $Y$ measures are centered at the midpoint of their scales, as recommended for polynomial regression analysis (Edwards, 1994; Edwards & Parry, 1993), the $Y = -X$ line runs diagonally across the $X,Y$ plane and represents varying degrees of PE misfit. In Fig. 11–2c, the $Y = -X$ line extends from the left corner to the right corner of the floor of the graph. The shape of the surface along this line represents the effect of PE misfit. Substituting $Y = -X$ into Equation 10 yields

$$Z = b_0 + b_1X - b_2X + b_3X^2 - b_4X^2 + b_5X^2 + e = b_0 + (b_1 - b_2)X + (b_3 - b_4 + b_5)X^2 + e.$$  \hspace{1cm} (20)

The curvature of the surface along the $Y = -X$ line equals $b_3 - b_4 + b_5$ and the slope of the surface when $X = 0$ (and $Y = 0$, given that $Y = -X$) equals $b_1 - b_2$. For the surface in Fig. 11–2c, $b_3 - b_4 + b_5$ is negative and $b_1 - b_2$ equals 0, meaning that the surface has a downward curvature along the $Y = -X$ line and is flat at $X = 0$, $Y = 0$.

The shape of the surface along other lines can be determined in a similar manner. For instance, the shape of the surface along the first principal axis is found by substituting Equation 13 into Equation 10, which yields

$$Z = b_0 + b_1X + b_2(p_{10} + p_{11}X) + b_3X^2 + b_4X(p_{10} + p_{11}X) + b_5(p_{10} + p_{11}X)^2 + e$$

$$= b_0 + b_2p_{10} + b_5p^2_{10} + (b_1 + b_2p_{11}) + b_4p_{10} + 2b_5p_{10}p_{11}X + (b_3 + b_4p_{11} + b_5p^2_{11})X^2 + e.$$  \hspace{1cm} (21)
Likewise, the shape of the surface along the second principal axis is

\[
Z = b_0 + b_1X + b_2(p_{20} + p_{21}X) + b_3X^2 \\
+ b_4X(p_{20} + p_{21}X) + b_5(p_{10} + p_{11}X)^2 + e \\
= b_0 + b_2p_{20} + b_5p_{20}^2 + (b_1 + b_2p_{21} + b_4p_{20} \\
+ 2b_5p_{21}p_{20})X + (b_3 + b_4p_{21} + b_5p_{21}^2)X^2 + e.
\]  (22)

This procedure can be extended to other lines of theoretical interest.

**Empirical Example**

Figure 11–3 depicts a response surface based on data from 358 job seekers who reported the actual variety, desired variety, and satisfaction associated with jobs for which they had recently interviewed. The estimated polynomial regression was

\[
Z = 5.628 + 0.314X - 0.118Y - 0.145X^2 + 0.299XY - 0.102Y^2 + e.
\]  (23)

The $R^2$ for the equation was .162, and coefficients for all variables except $Y$ and $Y^2$ were statistically significant at $p < .05$. The corresponding surface is shown in Fig. 11–3. The stationary point was located at $X = -0.951$, $Y = -1.973$. The first principal axis had an intercept and slope of $-0.875$ and $1.154$, respectively, and is represented by the solid line crossing the $X,Y$ plane. The second principal axis had an intercept and slope of $-2.797$ and $-0.866$, respectively, and is depicted by the heavy dashed line in the $X,Y$ plane. Along the $Y = X$ line, the surface had a curvatures of 0.052 and a slope of 0.196 at the point $X = 0$, $Y = 0$, indicating that satisfaction increased at an increasing rate. Along the $Y = -X$ line, the surface had a curvature of $-0.546$ and a slope of $0.432$ at the point $X = 0$, $Y = 0$. These results indicate that satisfaction increased as actual variety increased toward desired variety, continued to increase at the point where actual and desired variety were equal (i.e., $X = 0$, $Y = 0$), and began to decrease when actual variety exceeded desired variety by about 0.5 units, as indicated by the point where the $Y = -X$ line crossed the first principal axis.

Comparing the surface in Fig. 11–3 to Fig. 11–2c highlights two key findings revealed by polynomial regression and response surface methodology that would have been missed by using a squared difference score. First, Fig. 11–3 shows that, along the line of PE fit, satisfaction is higher when actual and desired variety are both high rather than low, whereas in Fig. 11–2c, satisfaction is forced to remain constant along the PE fit line. The increase in satisfaction as actual and desired variety increase makes sense from a conceptual standpoint, given that jobs with higher variety often bring additional rewards such as autonomy and challenge, and people who value variety are also likely to value these rewards. Second, Fig. 11–3 shows that, along the line of PE misfit, satisfaction is greatest when actual variety exceeds desired variety, whereas in Fig. 11–2c, satisfaction is constrained to reach its maximum when actual and desired variety are equal. Again, the fact that satisfaction is greatest when actual variety exceeds desired variety makes sense, because a moderate excess of variety brings opportunities for challenge and self-development, which can increase overall satisfaction with the job.

**The Theoretical Value of Polynomial Regression and Response Surface Methodology**

The incremental insights yielded by polynomial regression and response surface methodology are important for interpreting results as well as for developing theory. By conceptualizing the effects of PE fit as a three-dimensional surface rather than a two-dimensional function, an enormous
Misfit at the Team Level

Investigations of misfit at the team level are best represented in the burgeoning domain of research on workgroup diversity, although the diversity-paradigm researchers first assess the individual level attributes in question and then compute a team-level diversity value depending on the scale of their interest (e.g., Hoegl, 2005; Hoegl & Link, 2001; Hoegl & Link, 2004; Hoegl & Link, 2005). In the individual-level paradigm, researchers first assess the individual-level attributes and then compute one of several indices of individual-level diversity (e.g., Hoegl & Link, 2001; Hoegl & Link, 2004; Hoegl & Link, 2005). The diversity-paradigm researchers first assess the individual-level attributes and then compute one of several indices of individual diversity (e.g., Hoegl, 2005; Hoegl & Link, 2001; Hoegl & Link, 2004; Hoegl & Link, 2005). The diversity-paradigm research has positive attitudes toward diversity and individual-level diversity (e.g., Hoegl, 2005; Hoegl & Link, 2001; Hoegl & Link, 2004; Hoegl & Link, 2005).

Exhibit: 11.3

Common Diversity Indices Useful for Operationalizing Interpersonal Misfit

<table>
<thead>
<tr>
<th>Index</th>
<th>Formula</th>
<th>Theoretical Min/Max</th>
<th>Operational Min/Max</th>
<th>Assumed Scale Level of X</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blau*</td>
<td>$-\Sigma[\text{prop}_i] \times \ln[\text{prop}_i]$</td>
<td>0 to 1</td>
<td>0 to $(k - 1)/k$</td>
<td>Categorical/ordinal</td>
</tr>
<tr>
<td>Teachman*</td>
<td>$-\Sigma[\text{prop}_i] \times \ln[\text{prop}_i]$</td>
<td>0 to $+\infty$</td>
<td>0 to $-1 \times \ln(1/k)$</td>
<td>Categorical/ordinal</td>
</tr>
<tr>
<td>Coefficient of variation*</td>
<td>$\sqrt{\Sigma(X_i - X_{mean})^2/n}/X_{mean}$</td>
<td>0 to $+\infty$</td>
<td>0 to $\sqrt{n - 1}$</td>
<td>Ratio</td>
</tr>
<tr>
<td>Gini*</td>
<td>$(\Sigma(X_i - X_{mean})/2 \times n^2 \times X_{mean})$</td>
<td>0 to $+1$</td>
<td>0 to $1 - (1/n)$</td>
<td>Ratio</td>
</tr>
<tr>
<td>Standard deviation*</td>
<td>$\sqrt{\Sigma(X_i - X_{mean})^2/n}$</td>
<td>0 to $+\infty$</td>
<td>0 to $[(U - L)/2]$</td>
<td>Interval</td>
</tr>
<tr>
<td>Euclidean distance*</td>
<td>$\sqrt{\Sigma(X_i - X_{mean})^2/n}$</td>
<td>0 to $+1$</td>
<td>0 to $\sqrt{(n - 1)/n}$</td>
<td>Categorical/ordinal</td>
</tr>
</tbody>
</table>

Note: $n$ is the number of members in group or team; $k$ is the number of categories in a categorical variable, or ranks in an ordinal variable; prop$_i$ is the proportion of team members in the $i$th category; $i$ and $j$ are the $i$th and $j$th persons in a team; $U$ is the upper endpoint of a finite measurement scale; and $L$ is the lower endpoint (e.g., $U = 5$ and $L = 1$ for a Likert-type scale).

*Team level.

*Individual level.
measurement for the attribute in question. For categorical attributes such as sex or ethnicity, Blau’s and Teachman’s indices are commonly used (e.g., Bunderson & Sutcliffe, 2002). For interval or ratio variables, the standard deviation (SD), Gini index, or coefficient of variation (CV) is more appropriate (e.g., Klein, Conn, Smith, & Sorra, 2001). Those who study psychological diversity derive team-level measures based on members’ attitudes (e.g., Harrison, Price, & Bell, 1998), personality dimensions (e.g., Barrick, Stewart, Neubert, & Mount, 1998), or values (Barsac, Ward, Turner, & Sonnenfeld, 2000), following the same match of measurement scale to diversity (misfit) index. All such indices, whether for PP or PG fit, are minimized at zero, the point at which everyone in the group is identical on the attribute in question.

Maximum values are a different story. For categorical variables, values of diversity or heterogeneity indices (e.g., Blau’s and Teachman’s) are maximized when equal portions of a team make up each of the $k$ possible classifications in the category system. A little-recognized property of the categorical indices is that they reach different maxima under different values of $k$, and hence, cannot be compared when different attributes have different numbers of categories. For instance, Blau’s index for a team with maximum sex diversity (two categories and 50% male, 50% female) is .50. If members are instead evenly spread across five possible ethnic categories, Blau’s index is maximized at .80. If homogeneity is fit and heterogeneity is misfit, then the maximum value for misfit among team members does not approach the same number with different categorical variables.

In a similar vein, diversity or misfit indices for interval and ratio attributes take maximum values under quite different within-team distribution shapes. A sharply positively skewed distribution within a team will yield a larger value of CV and the Gini index. Indeed, both of these indices, when used as measures of misfit, are maximized when a single person in a team is at the highest point, and everyone else shares the lowest point (Allison, 1978). For example, if one team member had 10 years of tenure, and her three teammates were brand new, CV would be maximized at 1.73). On the other hand, indices such as SD will yield values that are increasingly large as the positions of team members approach a bimodal distribution (Harrison & Sin, 2006; note that here and elsewhere, researchers are not estimating a population parameter and therefore should use $n$ the total number of team members in the denominator of the SD formula, rather than the conventional $n - 1$). In the aforementioned skewed example, SD is 4.33. But, if two team members had 10 years of tenure each and the other two members were brand new, SD would be 5.00. Note that in this latter case, CV is only 1.00, less than the original, positively skewed distribution. Hence, CV (and its variations) versus SD tell us substantially different stories about misfit at the team level.

CV and the Gini index also have other somewhat unusual properties. Their maximum values depend on (the square root of) team size and, hence, are not comparable across teams with different $n$s. If, in the aforementioned example, the team had seven brand new members and one member with 10 years of tenure, the CV would be 2.65 (SD = 3.31). In the bimodal case for an eight-person team, however, the CV remains at 1.00 (and the SD remains at 5.00), identical to the values for the four-person team. Reversing the scores within the team will produce substantially different CV and Gini values. With seven veteran team members and only one new member, the CV is 0.38. On the other hand, SD is symmetric; it remains at 3.31 in the reversed case. In our estimation, these latter properties work against the use of Gini or CV as misfit indices, unless a theory of fit clearly specifies that maximum interpersonal misfit occurs when one member has an excess of an attribute relative to all other members in a group.

**Misfit at the Individual Level**

Misfit can also be assessed at the individual level, by examining how different a person is relative to one (e.g., a supervisor) or all of the other persons within a team, and treating that difference as a distance. A typical operationalization is the Euclidean distance formula between $P$ and another person (PP, dyadic distance) or the average Euclidean distance between $P$ and his or her counterparts (mean PG distance; see Tsui, Egan, & O’Reilly, 1989). This index can be used for both categorical and continuous variables. For categorical variables, (a) the Euclidean distance between any two different categories is considered to be 1, (b) the distance between those who share a category is 0, and (c) the values of the index can theoretically range from 0 to $+\infty$, although the upper bound depends operationally on team size (see Table 11-1). Its maximum value occurs when the individual is different from everyone else, as would be the case if someone was the only female in a four-person team. Her Euclidean distance would be the square root of $[(1 - 0)^2 + (1 - 0)^2 + (1 - 0)^2]/n$ or sqrt(7) = 2.67. Continuous variables, the values of a Euclidean distance index can theoretically range from 0 to $+\infty$, although the upper bound depends operationally on both team size and the endpoints of the instrument used to measure the attribute (Harrison & Sin, 2006). Using the aforementioned example, if the female member was the 10-year veteran in the group, her Euclidean distance from the other members on tenure would be $[(10 - 0)^2 + (10 - 0)^2 + (10 - 0)^2]/n$ or sqrt(300/4) = 8.67. On the other hand, each of the rookies is identical to all of the other rookies, but different from her. Each rookie’s Euclidean distance would be $[(0 - 0)^2 + (0 - 0)^2 + (10 - 0)^2]/n$ or sqrt(100/4) = 5.00.

An interesting feature of Tsui et al.’s (1992) formula, as shown in Table 11-1, is that their computation of Euclidean distance depends on team size. To gauge one’s distance or misfit from others, Tsui et al. (1992) recommend
dividing by \( n \) (all team members) instead of \( n - 1 \) (all other team members) to "derive a metric that captures both the size and the compositional effects" (p. 562). For example, being the only female in a three-, five-, seven-, or nine-person team will yield Euclidean distances or PG misfit indices of .82, .89, .93, and .94, respectively. The rationale behind this computational subtlety, that the psychological impact of misfit/dissimilarity varies nonlinearly as a function of team size, is an empirical question that may warrant investigation in itself. That is, to address the assumption embedded in the individual-level misfit index, one only needs to include team size as a statistical control variable or moderator.

**Signed versus Unsigned Distances**  
**In Person–Team Misfit**

Note also that Euclidean distances are symmetric. This would be appropriate for variables that are "lateral," "horizontal," or status-free, such as attitudes or personality. If there is psychological meaning in person \( P \) having higher or lower levels of resources or status than the other team members, then misfit is directional. For example, a team member who is superior (has excess relative to others) in cognitive ability might receive a greater amount of recognition and reward, whereas a team member who is inferior (is deficient relative to others) might be ignored. A similar degree of absolute PG misfit could lead to very different outcomes. Fit researchers can construct a per-individual mean of the signed Euclidean distances to capture such a phenomenon.

**Cautionary Note on Dimensionality**

A final caveat deals with the multidimensional nature of fit. Can a single number reflect a team’s or person’s overall misfit? We believe that it would be at best imprudent and at worst misleading. The logic underlying such aggregation assumes either a latent or emergent construct based on positive correlations among the constituent elements of fit (Harrison, 2002). For instance, if one wanted to create a "total demographic misfit" index, measurement logic would require that diversity in ethnicity, age, sex, and so on would be positively related to one another. The composite would then represent the shared or overlapping components of the diversity variables. However, this is rarely the case. More importantly, there is often no conceptual basis for expecting different dimensions of interpersonal misfit to be associated with each other (especially for demographic attributes). Perhaps a better approach would be to treat them as a multivariate set rather than adding them together to reach a less meaningful total score (Lau & Murnighan, 1998, treat them interactively). We contend that interpersonal misfit is most meaningful when it is more narrowly defined or dimensionalized.

11. **METHODOLOGICAL AND ANALYTICAL TECHNIQUES**

**Conclusion**

Overall, the empirical treatment of misfit can appropriate some of the ideas from research in the area of workgroup diversity to operationalize (collective) PP and PG misfit. Likewise, some of the commonly used indices in those areas, relational demography, and supervisor–subordinate differences can be adopted for the study of misfit. Specifically, we recommend Blau’s and Teachman’s indices for team-level misfit on categorical variables, SD for team-level misfit on continuous variables, and Euclidean distances for PP and PG misfit at the individual level. When the direction of misfit is important (when interpersonal superiority or inferiority on an attribute is meaningful), signed distances are reasonable. Finally, we note that the team indices discussed here could also be used at higher levels of analysis (e.g., division or organizational level) to capture the extent of homogeneity (fit) or heterogeneity (misfit) on demographic and psychological variables at these higher levels.

11.5 **CLUSTER ANALYSIS**

*Michael D. Mumford and Jazmine Espejo*

The term *cluster analysis* refers to a set of statistical techniques, really decision rules, whereby entities, people, objects, or environments are grouped into a smaller set of "types." In cluster analytic studies, inferences about fit are made with respect to the group the individual is similar to, or a member of, on the basis of cross-group differences in relation to performance on measures held to reflect fit effects. This approach has proven attractive in studies of person (\( P \))–environment (\( E \)) fit for two reasons (Mumford, Stokes, & Owens, 1990; Owens & Schoenfeldt, 1979). First, it permits a wide range of different types of variables to be considered simultaneously in fit assessments. Second, clustering procedures allow for qualitative differences and nonlinear effects.

Cluster analysis has been used in studies of PE fit for almost half a century (cf., Owens, 1968). In essence, cluster analysis captures the particular profile or pattern across attributes. For example, individuals could be "typed" or grouped into categories based on their patterns or profiles across measures of their ability and desires (e.g., one profile might reflect high ability, a strong desire for autonomy, and a weak desire for job variety, whereas another pattern could reflect high ability, strong autonomy, and strong job variety desires). Cluster analysis has been used to classify persons based on the pattern of their different \( P \) attributes or the work context based on different \( E \) characteristics, and the different types derived from the cluster analysis have been linked to various outcomes. In other studies (e.g., Gustafson & Mumford, 1995), independent \( P \) and \( E \) patterns
have been derived and then have been considered simultaneously in relation to outcomes.

One-way cluster analysis is used in studies of PE fit to identify types, or subsets, of people who display similarity on measures of personality, life history, or values and interests and then to examine cross-type differences with respect to performance in a given work environment. For example, Mumford, Zaccaro, Johnson, Diana, and Thriffield (2000) identified seven types of leaders commonly found on army jobs with only three of these types advancing to and performing well in more senior leadership positions. Another way cluster analysis has been applied in studies of PE fit is to identify the major kinds of psychosocial environments to which people must adapt. One example of this application may be found in Hofstede (1998), who used climate inventory scores to identify the major types of work environments operating within a particular firm. Still another way cluster analysis is used in studies of PE fit is to assess how different types of people differ in their reactions to, or performance in, different types of work environments. In one study along these lines, Gustafson and Mumford (1995) found that some types of people performed well in multiple types of work environments, whereas other types of people performed well in just one type of work environment.

**Cluster Analysis Methods**

Clustering techniques have not been widely applied in PE fit due to the complexity of the methods involved and certain vagaries surrounding requisite methodological operations—an issue we hope to help resolve in the present section. To begin, cluster analysis is not a single method but rather a family of methodological techniques subsuming single linkage analysis, centroid analysis, and multidimensional scaling among other techniques (see Anderberg, 1973; Everitt, 1979, for a more complete description of basic methods).

Despite these procedural differences, all cluster analysis techniques apply a similar general strategy to grouping entities into types. Essentially, entities (people, environments, and others) are measured on a set of variables and the profile of variable scores is obtained. Then, the similarity of each entities’ profile to all other profiles is assessed using a similarity metric—typically a distance metric or correlation coefficient. Once similarity has been assessed, decision rules are applied to metric scores to determine the entities, or entity clusters, that can be merged together at any given point in an iterative sequence. Entities with similar profiles are merged together into a type that can be distinguished from other types. Single linkage methods cluster entities based on the distance between the nearest neighbors in relevant clusters, whereas centroid methods, such as the Ward and Hook (1963) procedure, cluster entities to minimize within-group variation around the cluster centroid or mean profile.

In hierarchical methods, the most common kind of cluster analysis, the sequence of combinations begins by treating each entity as a cluster in and of itself and continues until all entities have been merged into a single cluster. The number of clusters to be retained is determined by identifying the point in this iterative sequence at which further combinations result in sharp increases in within-cluster differences. Hierarchical procedures are used to identify the number and nature of the clusters to be retained in a population when no prior knowledge exists about likely subpopulations.

Nonhierarchical procedures, such as k-means, begin with a priori seed points. As a result, the accuracy of nonhierarchical analyses depends on initial specification of these seed points. Frequently in clustering studies, a nonhierarchical analysis follows a hierarchical analysis in which the results of the hierarchical analysis provide the seed points used in the nonhierarchical analysis. The stability of entity assignments across these two procedures is used to assess replicability in assignments and control for drift due to the retention of early sequence assignees within clusters. Additionally, nonhierarchical procedures allow fit to be assessed to idealized type profiles, permitting theory-based clustering or appraisals of entity fit to standards (e.g., fit of an individual’s climate perception to the climate perceptions of different groups).

This thumbnail sketch of the basic procedures applied in cluster analysis not only describes the general method but also points to the key methodological considerations likely to appear in any cluster analytic study of PE fit. In the ensuing discussion, we will address these six major methodological issues: (a) sampling, (b) measurement, (c) similarity assessment, (d) choice of clustering procedure, (e) evaluation of cluster solutions, and (f) applications of clusters in PE fit studies.

**Sampling**

Traditionally, it has been assumed that cluster analytic investigations require rather large samples. A Monte Carlo study by Overall and Magee (1992), however, indicated that clustering procedures can adequately capture a true underlying subpopulation structure if as few as 8-10 entities from the relevant subpopulations are represented in the sample. Thus, if only 5 clusters are expected, a sample size of 50 may be adequate. Hence, cluster analysis can be applied in small samples if the number of groups under consideration is not large—conditions that often apply in environmental studies or studies of groups.

In this regard, however, it is important to bear in mind the conditions calling for larger samples. Typically, larger samples will be required when: (a) the number of expected clusters is large, (b) clusters are not well separated from each other, (c) a number of small outlier clusters might emerge, and (d) the reliability of measures is low. Additionally, a
larger sample will be required if an attempt is to be made to cross-validate cluster solutions.

**Measures**

Of course, the success of any cluster analysis depends on the quality of the measures used to describe the similarities and differences among entities. As a result, use of more reliable measures (e.g., scales as opposed to items) improves the accuracy of clustering. Clustering, moreover, does not have the linear restraint problem characteristic of other multivariate analyses. As a result, the addition of more measures, particularly measures providing more independent information, is desirable. In fact, cluster analysis results can improve with the inclusion of measures drawn from different domains, for example, both people and environmental measures, if this is substantively appropriate (Scott, Leritz, & Mumford, in press).

The proviso here, however, is that the measures under consideration must capture differences between likely subpopulations. Breckenridge (2000), in another Monte Carlo study, found that specification error, the inclusion of variables not relevant to subpopulation discrimination, led to noteworthy decrements in the performance of most major clustering procedures with respect to identification of the true number of underlying clusters. This finding is consistent with the observations of Gati, Garty, and Fassa (1996) indicating that fit effects on satisfaction are stronger when fit is appraised with respect to core occupational characteristics. Taken together, these studies suggest that substantial attention should be given to the selection and development of the measures to be applied in clustering with either theory or prior empirical work being used to identify measures likely to capture critical differences.

**Similarity Assessment**

A complete assessment of profile similarity takes into account the pattern, elevation, and scatter of scores on the measures under consideration. Full similarity assessments can be obtained through distance metrics—either Euclidian (independent variables) or mahalanobis (correlated variables). Correlations (or \( r \) statistics for nonparametric data) describing similarity in score patterns are also commonly used to assess similarity in cluster analysis (Milligan, 1981). What is of note here is that these correlational indices ignore elevation and scatter resulting in a clustering based solely on pattern. Along similar lines, standardization of variable scores by setting means to 0 and standard deviations to 1 will result in a cluster analysis that considers only pattern.

These points are of some importance in studies of PE fit because there is a need to specify the elements of profile similarity that will be considered in cluster definition. For example, in studies of values in which centrality and differentiation are of concern, substantive considerations will lead to the use of distance metrics. In other studies in which the concern is identifying relative differences between people (Blashfield & Morey, 1980), a focus on pattern differences is more appropriate, thereby recommending correlational indices or the use of distance metrics based on standard scores. In this regard, however, it should be noted that if unstandardized metrics are applied, greater weight will be given to more variable measures and arbitrary cross-scale differences in range may distort cluster identification.

**Choice of Clustering Procedure**

Although a number of methods, really decision algorithms, have been devised to group entities together on the basis of similarity metrics. The four most commonly applied methods are (a) single linkage, (b) complete linkage, (c) average linkage, and (d) centroid (see Gnanadesikan et al., 1989, for details of these types). Single linkage clustering proceeds by joining clusters with the smallest distance between the two closest cluster members. Complete linkage proceeds by joining clusters where the two most distant members of the clusters under consideration are less distant than all other alternatives. Average linkage proceeds by joining those clusters with the smallest average distance between all pairwise linkages of cluster members. The centroid method proceeds by combining the two clusters that minimize within-group variation around the centroid, or average profile, of cluster members. The effectiveness of these alternative methods depends to some extent on the underlying structure of the relationships among subpopulations (Gnanadesikan et al., 1989). Monte Carlo studies examining how clustering procedures perform under different conditions (Breckenridge, 2000; Milligan, 1981) indicate that the centroid and average linkage methods are more accurate than other available techniques in identifying the true number of clusters and assigning entities to their true clusters—findings that recommend the use of centroid and average linkage procedures in studies of PE fit.

**Evaluation of Cluster Solutions**

The first question that arises in evaluating the results of a cluster analysis is how many clusters should be retained? Although some statistical procedures have been developed to answer this question (Everitt, 1979), the difficulty in formulating adequate null models has led investigators to continue to rely on scree tests. In a scree test, the plot of within-group differences, or within-group variation, is obtained at each step in the iteration. The number of clusters to be retained is determined by finding that point at which further cluster combinations result in a sharp increase in within-cluster differences. The problems that arise in applying this


approach are that (a) clustering procedures are biased toward retaining too many groups and (b) scree tests typically are ambiguous, indicating two or three potential solutions. Given these problems, the common strategy used to select a solution is to obtain, for each of the available alternatives, the distances between clusters, the number of entities assigned to each cluster, and the cluster members' average score profiles. The solution retained is the one for which clusters are well separated, relatively few unduly small clusters are identified, and the clusters evidence substantively meaningful score profiles.

After identification of a plausible solution, a more formal evaluation of the candidate solution occurs that typically involves some combination of the following analyses: (a) assessment of the stability of the cluster solution by replicating the clustering in the cross-validation samples, (b) assessment of assignment replication using a nonhierarchical procedure applied to entities in the validation and cross-validation samples, (c) assessment of simple structure in the assignment of entities to clusters, (d) assessment of the number of variables used in clustering evidencing significant differences across clusters, (e) assessment of the substantive coherence of the observed differences, (f) assessment of the results obtained in a discriminant analysis in which relevant measures serve as predictors of cluster membership to obtain canonical correlations, chi-square values, and an understanding of the underlying variables that distinguish clusters, and (g) assessment of the differences observed among clusters on a set of reference measures, measures not applied in the initial clustering, to provide evidence for the convergent and divergent validity of the solution with respect to observed group differences.

Application of Clusters

After identification of a cluster solution and provision of some evidence for its validity, it becomes possible to apply the cluster solution in studies of PE fit. What should be recognized here, however, is that clusters per se have no direct implications for PE fit. Instead, it is the pattern of differences evidenced by cluster members on criteria indicative of fit, such as satisfaction (Betz & Judge, 1994), more rapid skill development (De Fruyt, 2002), or higher creativity (Livingstone, Nelson, & Barr, 1997), that permits inferences about the effects of fit. Thus, the application of clusters in PE fit studies requires careful development of criteria, ideally process as well as performance criteria, and demonstration of differences on these criteria across clusters.

In analyses along these lines, however, it should be borne in mind that because individual and environmental characteristics exert main effects, differences across clusters in criterion scores speak to PE effects only under two conditions. First, when the environment is “fixed,” differences in process or performance measures across clusters can be attributed to persons’, or types’, differential reactions to a common environment. Second, when interactions between certain person types and environmental types emerge, under conditions where people are not exposed to a common environment, differences in criterion scores point to PE effects.

These boundary conditions on PE fit inferences should be evaluated in light of the advantageous characteristics of the cluster analysis approach. First, the clustering strategy allows fit effects to be examined across a wide range of measures, potentially allowing the development of more comprehensive models of the processes and outcomes of PE fit. Second, these processes and outcomes need not be constant across all clusters. As a result, it becomes possible to develop both person-specific and/or environment-specific models of fit processes and outcomes (Mumford, Snell, & Hein, 1993).

Conclusions

The promise of applying cluster analysis in studies of PE fit is that it may allow us to develop more sophisticated models of fit processes and outcomes tailored to the unique characteristics of certain types of people and the demands of certain types of environments. It is particularly relevant for assessing complementary fit. Models of this sort will permit us to move beyond superficial statements about general fit effects that ignore the unique ways different people adapt to different environmental demands. It is hoped that the present effort, by clarifying the methodological requirements for cluster analytic studies of PE fit, will provide an impetus for a new wave of research along these lines.
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