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In this paper, the one-dimensional vertical differentiation model (Shaked and Sutton 1982, Moorthy 1988) is extended to two dimensions and an analysis of product and price competition is presented. A two-stage game theoretic analysis in which two firms compete first on product positions and then on price is conducted. Closed form equilibrium solutions are obtained for each stage in which competitors are unrestricted in their choices of price or product positions. A significant finding of this research is that unlike the one-dimensional vertical differentiation model, firms do not tend towards maximum differentiation, although this solution is possible under certain conditions. When the range of positioning options on each of the dimensions is equal, MaxMin product differentiation occurs. That is, in equilibrium, the two firms tend to choose positions which will represent maximum differentiation on one dimension and minimum differentiation on the other dimension.
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1. Introduction

Many marketing managers are regularly faced with decisions about what product features to offer and what price to charge. These decisions need to consider not only what the customer wants, but also how competitors will act. Consider the following illustrative example (see Rangan et al. 1992 and Moriarty 1985).

In 1984, the management at Signode Industries, Inc. Packaging Division (Signode) was finding it increasingly difficult to maintain or increase profitability levels in the steel strapping industry (Moriarty 1985). Over the years, the competitors in the industry had stabilized their market position and relative price separation. Signode had the highest share and the highest average price in the market. It was able to maintain this position because it offered significantly more services than any of its competitors. Signode's competitors were relatively undifferentiated from each other and tended to price their strapping at a consistent discount to Signode. While historically Signode was able to differentiate its steel strapping from its competitors (e.g., by offering special grades), the quality of the strapping offered to the market was now equal for all competitors. Given limited

1 Steel strapping is used to bind products together for shipment. For example, steel strapping is used to bind quantities of lumber, stacks of bricks, and rolls of steel.
potential for innovation in the steel strapping industry, the market appeared to have moved to an equilibrium state with Signode positioned as the high (but now standard) quality, high service firm with a premium price.

The situation in the steel strapping industry is not unique. Competitors in most markets must decide on price as well as the positioning of their offerings on more than one dimension (i.e., quality, services offered, etc.). Recently, competitive multidimensional positioning has received considerable attention (e.g., Hauser 1988; Kumar and Suharshan 1988; Gruca et al. 1992; Carpenter 1989). In this paper, the one-dimensional vertical differentiation model (Shaked and Sutton 1982, Moorthy 1988) is extended to two dimensions and an analysis of product and price competition is undertaken. A two-stage game theoretic analysis in which two firms compete first on product positions and then on price is conducted. Closed form equilibrium solutions are obtained for each stage in which competitors are unrestricted in their choices of price or product positions.

A significant finding of this research is that unlike the one-dimensional vertical differentiation model, firms do not tend towards maximum differentiation, although this solution is possible under certain conditions. When the range of positioning options on each of the dimensions are equal, MaxMin product differentiation occurs. That is, in equilibrium, the two firms tend to choose positions which will represent maximum differentiation on one dimension and minimum differentiation on the other dimension. This result mirrors the situation in the steel strapping industry.

This paper is structured as follows. Section 2 reviews the relevant literature in both economics and marketing. Section 3 introduces the model by outlining its assumptions and comparing it to existing models. Section 4 develops the price equilibrium while §5 develops the product equilibrium. This is followed in §6 by a discussion of conclusions and implications. Section 6 also discusses the effects of relaxing some model assumptions. Finally, §7 provides directions for future research.

2. Literature Review

Product differentiation research has attracted considerable attention in both economics and marketing (Lancaster 1990, Ratchford 1990). Using Lancaster's notion of product space (Lancaster 1971, 1979), two variants of product differentiation can be distinguished: horizontal (variety) differentiation and vertical (quality) differentiation. In a horizontally differentiated product space, tastes vary across the population resulting in a distribution of individual ideal characteristic levels. In a vertically differentiated product space, all consumers agree that more of a characteristic is always better, but they vary in their willingness to pay for this characteristic. Marketers have traditionally modeled vertical and horizontal characteristics using the vector model and the ideal point model respectively (Shocker and Srinivasan 1979). Ratchford (1979) shows how the development of these empirically based models is linked to Lancaster's goods-characteristics theory.

Much of the differentiation research is related to the horizontal differentiation model developed by Hotelling (1929) who advances the Principle of Minimum Differentiation. That is, at equal prices, competing firms whose products are differentiated on a single horizontal dimension will choose the same product location at the center of the market. d'Aspremont et al. (1979) found that when price competition was considered, minimum differentiation in a Hotelling environment leads to severe price cutting and a price equilibrium only at \( p_1^* = p_2^* = 0 \) (assuming marginal cost = 0).3 Using a different consumer

---

2 As Rangan et al. (1992) note, not all markets face the same level of market maturity, agreement on critical product/offering features or competitive focus, but many do. Other published case studies of firms facing similar market situations include "Sealed Air Corporation" (Dolan 1982) and "Federated Industries" (Dolan 1984).

3 Economides (1986) extends Hotelling's model to two dimensions. He shows that a price equilibrium exists for all symmetrical locations whereas such an equilibrium does not in the linear model.
cost minimization function, d’Aspremont et al. obtain a unique locational equilibrium which implies maximum product differentiation.

From the analyses of Hotelling and d’Aspremont et al., it is apparent that two forces determine the locational equilibrium: a demand force (a desire to increase the share of consumers to which the firm is the closest) which draws the firms together and a strategic force (a desire to reduce price competition) which causes the firms to differentiate. These forces can be applied to the vertical differentiation case as well.

Gabszewicz and Thisse (1979) and Shaked and Sutton (1982), building on research by Mussa and Rosen (1978), develop duopoly models using the vertical differentiation assumption. These researchers show that the desire to reduce price competition (the strategic effect mentioned above) results in a product equilibrium where firms are located at the extreme ends of the quality spectrum. Moorby (1988) extends the basic model by incorporating variable production costs and allowing consumers the opportunity not to buy. His equilibrium analysis shows that firms choose products which are differentiated (though not maximally).

The models proposed by Hauser (1988) and Lane (1980) represent variations of the horizontal differentiation model. Hauser analyzes pricing and positioning strategies using the DEFENDER consumer model (Hauser and Shugan 1983) in which products are differentiated in a two-dimensional per dollar perceptual map. Although the per dollar perceptual map permits only “more is better” attributes similar to a vertical differentiation model, the limited product positioning options makes the resulting positioning equilibrium behave in much the same way as the horizontal differentiation model. Hauser imposes the restriction that feasible products must lie on the circumference of a quarter circle inscribed in the positive quadrant. In effect, this reduces the positioning decision to one dimension (Hauser 1988, p. 79). Like Hotelling’s model, each consumer has an ideal product in this dimension at constant prices. The product equilibrium consists of minimum differentiation at equal prices and maximal differentiation when both prices and product positions are considered. Lane’s model represents brands in two-dimensional space on the basis of product characteristics where price is considered separately. Lane’s assumption of a single technology curve restricts the product choice to a one-dimensional decision in much the same way as Hauser’s “quarter circle” assumption.

Several researchers have extended the one-dimensional product differentiation models to multiple dimensions (dePalma et al. 1985; Neven and Thisse 1990; Economides 1989). dePalma et al. (1985) show that the Principle of Minimum Differentiation is restored when “products and consumers are sufficiently heterogeneous”. They develop a model which implies that when inherent differences within firms and consumers become large, products are differentiated even though they have the same physical location. Therefore, the strategic effect (the desire to reduce price competition) is limited and the demand effect dominates. The authors state that the inclusion of heterogeneity in both firms and consumers “amounts to adding a second, nonspatial dimension” (p. 779).

Economides (1989) and Neven and Thisse (1990) both analyze a two-dimensional vertical and horizontal differentiation model in which firms compete on quality, variety, and price. Economides assumes that the horizontal (variety) choice takes place before the vertical (quality) choice. In addition, he assumes that marginal costs are increasing in the quality. This modeling framework leads to maximum variety differentiation and minimum quality differentiation. In the Neven and Thisse model, firms first choose their product, consisting of two characteristics, and subsequently choose their price. Assuming zero marginal costs, these researchers find a product equilibrium that exhibits maximum

---

4 A number of other two-dimensional models have been developed (i.e., Carpenter 1989; Kumar and Sudharsan 1988; Choi et al. 1990; Horsky and Nelson 1992). These models focus on different issues than our model.
differentiation on one dimension and minimum differentiation on the other. However, the maximally differentiated dimension can either be the quality or variety dimension.

The model described in this paper employs analysis procedures similar to those used by Neven and Thisse. A key difference in our model is the fact that both dimensions are vertical (quality) dimensions. This takes into account situations in which consumers evaluate offerings with more than one type of quality (like product quality and service quality in the Signode example). Our model also assumes that consumers are using a consistent decision rule to evaluate each of the dimensions. We find that this structure can lead to product equilibria which are different from those described in Neven and Thisse.

3. Model Assumptions

The two-dimensional vertical differentiation model analyzed in this paper is based on the following assumptions:

1. There are two firms, indexed 1 and 2, who each choose one product to market. Products are comprised of nonnegative valuations on two characteristics, $x$ and $y$. The characteristics are analogous to perceptual dimensions or product attributes and are assumed to be orthogonal. Thus, each firm’s product is defined as a point $(x_i, y_i)$, where $x_i \in [x_{\text{min}}, x_{\text{max}}]$ and $y_i \in [y_{\text{min}}, y_{\text{max}}]$.

2. Consumers are assumed to prefer more of each characteristic to less. For example, personal computers may be described on two dimensions like “power” and “ease of use” in which consumers always prefer “more powerful” and “easier to use” computers holding all other attributes constant. It is assumed that price enters negatively into the consumer’s valuation equation.

3. Consumers are able to observe product characteristics and prices before they make their purchase decision. Consumers’ reservation prices ($R$) for a product in this market may vary but are high enough to ensure that all consumers buy. In addition each consumer is restricted to purchasing one unit—that from firm 1 or firm 2. A typical consumer’s valuation equation can be described by a standard individual level vector model in which utility is expressed in dollar units (Srinivasan 1982) (the consumer subscript is omitted):

$$U = R + \theta_1 x_i + \theta_2 y_i - p_i \quad \text{for} \quad i = 1, 2 \quad (1)$$

where $p_i$ is the price of firm $i$’s product.

The consumer will choose the product from the firm which maximizes (1). Consumer heterogeneity is captured by the two parameters, $\theta_1$, $\theta_2$.

4. The parameters, $\theta_1$, $\theta_2$, are assumed to be uniformly distributed over the population. Since one characteristic may, on average, be more important than the other, the range of the parameter distribution may be different for each characteristic. Without loss of generality, both of these ranges can be restricted to $[0, 1]$. This can be accomplished by choosing the appropriate scale for each of the characteristics ($x, y$).

5. Products are assumed to have a constant marginal cost set, without loss of generality, to zero regardless of product position. Though this assumption is obviously unrealistic, the analysis is significantly simplified while retaining the strategic effects of product positioning. In addition, it is assumed that there are no fixed costs. This eliminates the need to study entry and exit decisions. The effects of a departure from the constant marginal cost assumption are discussed in §6.

The two-dimensional vertical differentiation model is designed to provide a direct extension of the one-dimensional vertical differentiation model. It is most similar to the model presented by Shaked and Sutton (1982) because marginal costs are assumed to be constant (and equal to zero) for all product positions. Since the major emphasis of
this research is to assess the nature of competitive behavior, this reduction in complexity seems reasonable. An obvious extension of the model would be to incorporate position-dependent variable costs in a manner similar to Moorthy (1988).

The model presented here is also quite similar to Hauser (1988). Both models use two dimensions to characterize the product space and assume that consumers have homogeneous perceptions of the products. Hauser assumes that perceptions can be ratio scaled and thus, similar to the above model, higher levels on a perceptual attribute are always better. However, there are a number of important differences. In Hauser's model of utility, the value of the products' perceptual characteristics is divided by price whereas price enters in a linear fashion in our model. This difference represents different methods of comparing prices between products. Hauser's model assumes consumers compare relative prices where our model assumes consumers compare absolute price differences. Empirical research by Hauser and Urban (1986) has shown that these two criteria have performed equally well in assessing price response to durables.

Defining the Indifference Surface

In the analysis of the vertical differentiation model, there are two generic types of product positioning competition: asymmetric characteristics and dominated characteristics. Asymmetric characteristics competition is defined as competition between firms when each firm has a relative advantage on one of the two characteristics (see Figure 1). For example, if the two characteristics which describe the personal computer market are “ease of use” and “power”, Apple computers would have a relative advantage over IBM on the “ease of use” dimension while IBM would have the relative advantage over Apple on the “power” dimension. Dominated characteristics competition is defined as competition between firms when one firm has a relative advantage on both characteristics. This situation is typical of competition between different “models” of a similar technology. Competition between XT, AT, 386 and 486 personal computers would be an example of dominated characteristics competition.

For both types of competition, the relative positions of the products can be described by taking a ratio of the absolute differences in the characteristic levels of the two products. The ratio \((x_1 - x_2)/(y_2 - y_1)\) is equal to the tangent of the angle between the horizontal axis and a line from the origin perpendicular to a line joining the two products. This angle of competition illustrates the relative positioning advantage of the firms and becomes important in the determination of the demands for each product. It should be noted that each angle represents the set of alternative product positionings that maintain the same relative separation.

Figure 1a provides an example of asymmetric characteristics competition. Without loss of generality, it is assumed that firm 1's product has the advantage on \(x\) and firm 2's product has the advantage on \(y\). Consumers in this market decide to purchase the product which maximizes their utility as defined by (1). This comparison leads to a set of consumers who are indifferent to choosing either product. This set is a line which intersects the set of consumer types. Consumers types above the indifference line choose product 2 and consumers below the line choose product 1. In \(\theta_1 \times \theta_2\) space, this indifference line is defined as:

\[
\theta_2(\theta_1) = \frac{(p_2 - p_1)}{(y_2 - y_1)} + \frac{(x_1 - x_2)}{(y_2 - y_1)} \theta_1.
\]

Figure 1b illustrates this indifference line at equal prices. The slope of this indifference line is the negative inverse of the slope of the line connecting the two products in \(x \times y\) space.

Notice here that these quality dimensions are designed into the machines and may not be reflected directly in variable costs. This is especially true for the “ease of use” dimension.
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\caption{Relationship Between Characteristics Space and Parameter Space in the Two-dimensional Vertical Model with Asymmetric Characteristics.}
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b) Parameter Space ($P_1 = P_2$)

space. Thus, the market share of each of the products is dependent on the angle of competition defined by the relative product positions ($\alpha$ in Figures 1a and 1b). In addition, the terms $(x_1 - x_2)$ and $(y_2 - y_1)$ provide a measure of absolute product differentiation. The difference between prices, $P_2 - P_1$, shifts the indifference line up or down. Firms deviate from equal prices to the extent that their respective profitability is increased. In $\theta_1 \times \theta_2$ space, the demand for each product is defined by the area above (product 2) or below (product 1) the indifference line.

The relationship between $x \times y$ space and $\theta_1 \times \theta_2$ space (via the angle of competition) clearly illustrates the advantage of a superior product position. Intuitively, the desirability of a firm’s product is dependent on the relative characteristics of the two products. If one product has more of $x$ but both products have virtually the same amount of $y$, it would be expected that, at equal prices, this product would capture most of the market. Conversely, if each product had approximately equal absolute product differentiation advantages on their respective dominant characteristics, at equal prices, they would each obtain approximately 50% of the market.

Dominated characteristics competition differs slightly from asymmetric characteristics competition due to the presence of a superior and an inferior product (Figure 2a). Without loss of generality, it is assumed that firm 2’s product is the superior product. Analysis proceeds in the same manner as with asymmetric characteristics competition. As Equation (2) holds, the slope of the indifference line is the negative of the slope of the line connecting the two products in $x \times y$ space. The slope of the indifference line is negative, with the angle of competition being greater than 90° (Figure 2b). As would be expected, at equal prices product 2 captures the entire market. There must exist a lower price for the inferior product before any consumer will purchase it. This is similar to results obtained using the one-dimensional vertical differentiation model (Moorthy 1988).

4. Price Equilibrium

There are a number of approaches open to the analysis of product design and price competition in the environment described in the previous section (see Moorthy 1985, Tirole 1988 for reviews). This paper will analyze a sequential game in which firms first choose their product characteristics and subsequently choose their price. In this approach, the subgame-perfectness criterion is used. A subgame perfect equilibrium consists of a product choice for each of firms 1 and 2 such that neither firm would choose a different
product unilaterally, recognizing that the profitability of all product selections will be determined on the basis of the price equilibrium that follows (Moorthy 1985). The analysis procedure proceeds by backwards induction. The price equilibrium will be analyzed first followed by the product choice equilibrium. Based on the research of Caplin and Nalebuff (1991, p. 29), the assumptions of our model ensure the existence and uniqueness of a price equilibrium.

Since costs are assumed to be constant (and zero) regardless of position, the profit function for firm \( i \) \((i = 1, 2)\) is defined as \( \Pi_i(p_i, p_j) = p_iD_i(p_i, p_j) \) for \( i \neq j \). A non-cooperative (or Nash) price equilibrium is a pair of prices \((p_1^*, p_2^*)\) such that:

\[
\Pi_i(p_i, p_j) \geq \Pi_i(p_i, p_i^*), \quad \forall p_i \geq 0, \quad i, j = 1, 2, \quad \text{and} \quad i \neq j.
\]

The price equilibrium under asymmetric characteristics competition will be analyzed before dominated characteristics competition. The price equilibria for the asymmetric characteristics case will be denoted by single or multiple asterisks \((*)\) while the price equilibria for the dominated characteristics case will be denoted by single or multiple daggers \((\dagger)\).

**Asymmetric Characteristics Competition**

Under asymmetric characteristics competition, the indifference line in \( \theta_1 \times \theta_2 \) space is defined by (2). This line is positively sloped with angle

\[
\alpha = \tan^{-1} \left( \frac{x_1 - x_2}{y_2 - y_1} \right).
\]

When product positions are fixed, the indifference line is shifted up or down with changes in \((p_2 - p_1)\). These shifts alter the demand (and profits) for each firm. The demand effects of price changes will be analyzed from the perspective of firm 1. Thus, \( p_2 \) will be taken as given (denoted \( \hat{p}_2 \)). Analysis undertaken from the perspective of firm 2 would yield parallel results.

---

6 The following analysis describes the price equilibria. In some instances, second-order conditions are calculated to show that they are satisfied. In all other instances, second-order conditions have been analyzed by inspection.

7 Note that in the numerator, firm 2's characteristic level is subtracted from firm 1's level whereas in the denominator firm 1's characteristic level is subtracted from firm 2's level. Under asymmetric characteristics competition, both \((x_1 - x_2)\) and \((y_2 - y_1)\) are positive.
Given \( \hat{p}_2 \), four boundary price levels for firm 1 can be defined (see Figure 3). \( p^*_1 \) is defined as the lowest price at which no consumers are willing to purchase from firm 1. At this price, the indifference line passes through \((1, 0)\). \( p^*_1 \) is defined as the highest price at which all consumers purchase from firm 1. This occurs when the indifference line passes through \((0, 1)\). \( p^*_1 \) and \( p^*_1 \) can be considered to be the upper and lower bounds on the prices that firm 1 will charge for its product given \( \hat{p}_2 \). Demand is not affected by price levels outside of this range. The two remaining key price levels, \( p^{*1}_1 \) and \( p^{**1}_1 \), occur when the indifference line passes through \((0, 0)\) and \((1, 1)\) respectively. At each of these two prices, one of the most extreme consumer types is indifferent between the two products. These prices also define levels at which the shape of the demand functions change.

The functional form of the four boundary prices can be found by replacing \( \theta_1 \) and \( \theta_2 \) in (2) with the boundary point coordinates. This results in the following price equations:

\[
\begin{align*}
    p^*_1 &= \hat{p}_2 + (x_1 - x_2), \\
    p^{*1}_1 &= \hat{p}_2 + (x_1 - x_2) - (y_2 - y_1), \\
    p^{*2}_1 &= \hat{p}_2, \\
    p^*_1 &= \hat{p}_2 - (y_2 - y_1).
\end{align*}
\]
All of these prices are increasing in $p_2$. When the terms appear, the price equations are also increasing in $(x_1 - x_2)$ and decreasing in $(y_2 - y_1)$. Indirectly, this implies that the prices are increasing in $\alpha$. That is, the greater firm 1’s relative positioning advantage over firm 2, the higher the price firm 1 is able to charge to generate a similar demand level.\(^8\)

As firm 1 decreases its price from $p_1^i$, two distinct cases arise depending on the size of $\alpha$. **Characteristic x dominance** occurs when $\alpha \geq 45^\circ \left[ (x_1 - x_2) \geq (y_2 - y_1) \right]$. This means that the absolute product differentiation on characteristic $x$ is greater than or equal to the absolute product differentiation on characteristic $y$. When **characteristic x dominance** holds, $p_1^i < p_1^m < p_1^i < p_1^0$. That is, the indifference line passes through $(1, 1)$ in the space defining consumer types before it passes through $(0, 0)$ when prices are decreased from $p_1^0$.

When $\alpha \leq 45^\circ$, **characteristic y dominance** holds and $p_1^i < p_1^m < p_1^i < p_1^0$. This alternative ordering of key prices has an impact on the price equilibrium calculations. Therefore, the **characteristic x dominance** and **characteristic y dominance** cases are analyzed separately. Note that the case when neither characteristic dominates, $\alpha = 45^\circ$, can be represented by either type of dominance. When $\alpha = 0^\circ$ or $90^\circ$, the product choice reduces to one dimension.

**Characteristic x dominance.** In $\theta_1 \times \theta_2$ space, as firm 1 decreases its price from $p_1^0$, the indifference line shifts upward. Three distinct demand regions can be defined on the basis of the geometric structure of the model. These regions correspond to the rate of change in demand for a unit shift in price (see Figure 3). In region $R_1^1$, demand for firm 1 increases (as a function of prices) at an increasing rate. This region is defined by the price range $p_1^m < p_1 < p_1^i$. In $R_2^1$, where $p_1^m < p_1 \leq p_1^0$, demand for firm 1 increases at a constant rate. Finally, in $R_3^1$, where $p_1^i \leq p_1 \leq p_1^0$, the demand for firm 1 increases at a decreasing rate.\(^9\)

In $R_1^1$, the possible prices that can be charged by firm 1 can be viewed as a continuum from $p_1^i$ to $p_1^0$. Let $z_1$ represent the proportion of the distance $p_1$ is from the $p_1^i$ end of the continuum. At $p_1 = p_1^i$, $z_1 = 0$ and at $p_1 = p_1^0$, $z_1 = 1$. In the space defining the consumer types, $z_1$ represents the distance from the horizontal axis to the point where the indifference line meets the right side of the “square” of consumer types (see Figure 4). Mathematically $z_1$ is defined as follows:

$$z_1 = \frac{p_1^i - p_1}{p_1^0 - p_1^m} = \frac{\hat{p}_2 - p_1 + (x_1 - x_2)}{(y_2 - y_1)}.$$ \hfill (7)

The demand for firm 1 in $R_1^1$, $D_1^1$, is the area of the triangle formed by the indifference line and the edges of consumer types. In this triangle, the angle $\alpha$ is known as well as the height of the triangle ($z_1$). The formula for the area of a triangle, $A = \frac{1}{2} \text{(base)} \times \text{(height)}$, is used to calculate $D_1^1$. Since $\cot \alpha = \frac{\text{base}}{\text{height}}$, $D_1^1$ can be defined as

$$D_1^1 = \frac{1}{2} (z_1)^2 \cot \alpha,$$

$$D_1^1 = \frac{1}{2} \left( \frac{\hat{p}_2 - p_1 + (x_1 - x_2)}{(y_2 - y_1)} \right)^2 \cot \alpha. \hfill (8)$$

\(^8\) It is interesting to note that the density function of consumer types does not influence these price relationships.

\(^9\) Firm 2’s rate of change in demand in these regions is the complement to firm 1 since

$$\text{Demand}_2 + \text{Demand}_1 = 1.$$
From (8), it can be seen that demand depends on both prices and product positions. Proceeding similarly, demand in $R_2^1$ and $R_3^1$ is as follows:

$$D_i^1 = \frac{1}{2} \cot \alpha + \left(1 + \frac{\hat{p}_2 - p_1}{(x_1 - x_2) - (y_2 - y_1)}\right)(1 - \cot \alpha), \quad (9)$$

$$D_i^1 = 1 - \frac{1}{2} \cot \alpha + \frac{1}{2} \left(\frac{\hat{p}_2 - p_1}{(y_2 - y_1)}\right)^2 \cot \alpha. \quad (10)$$

Combining Equations (8), (9) and (10), the demand for firm 1 as a function of $p_1$ can be determined (Figure 5). Since it is assumed that all consumers buy, the demand for firm 2 is simply $1 - D_1$. Each demand curve is comprised of a convex, linear and concave segment (corresponding to the regions defined above). Therefore, one of three possible price equilibria may result under characteristic $x$ dominance. These equilibria will be denoted by the price regions in which the equilibria lie:\(^\text{10}\) strictly convex segment of firm 1’s demand curve-strictly concave segment of firm 2’s demand curve ($R_1^k$); linear segments of firm 1’s and firm 2’s demand curves ($R_2^k$); and strictly concave segment of firm 1’s demand curve-strictly convex segment of firm 2’s demand curve ($R_3^k$).

Analysis of the price equilibria. Analysis of the price equilibria proceeds by considering each of the regions beginning with $R_2^2$. The mathematical proofs are available on request from the authors. In $R_2^2$, the demand equations for the two firms are linear in prices.

\(^\text{10}\) An analysis from the perspective of firm 2 shows that the same regions apply for both firms.
and the profit functions are quadratic in prices. The first-order conditions of the profit functions have a single solution given by:

\[
p_1^* = \frac{4(x_1 - x_2) - (y_2 - y_1)}{6},
\]

\[
p_2^* = \frac{2(x_1 - x_2) + (y_2 - y_1)}{6}.
\]

Since the first-order conditions are necessary, these prices are the price equilibrium prices provided they belong to the intervals defining \( R_2^\pm \). These intervals are:

\[
p_1^* \in [p_1^u(p_2^*), p_1^l(p_2^*)] \quad \text{and} \quad p_2^* \in [p_2^u(p_1^*), p_2^l(p_1^*)].
\]

These restrictions yield two conditions which must be satisfied for Equations (11) and (12) to represent the price equilibrium in \( R_2^\pm \). First, \( p_1^* \geq p_1^l(p_2^*) \) (as given by (5)) is satisfied when:

\[
(x_1 - x_2) \geq (y_2 - y_1),
\]

(11)

Second, \( p_1^* \leq p_1^u(p_2^*) \) (as given by (6)) is satisfied when:

\[
(x_1 - x_2) \leq (y_2 - y_1).
\]

(12)

Notice that (A) and (B) are equal and always true under characteristic x dominance. Therefore, there is no need to calculate the equilibrium prices in \( R_1^\pm \) or \( R_2^\pm \). By reformulating the pricing equations, it can be shown that \( p_2^* \in [p_2^l(p_1^*), p_2^u(p_1^*)] \) only when both conditions (A) and (B) are satisfied.
**Characteristic y dominance.** Under characteristic y dominance, the angle of competition ($\alpha$) is $\leq 45^\circ \ [(x_1 - x_2) \leq (y_2 - y_1)]$. Price equations (3)-(6) hold but now $p_1^I < p_1^m \leq p_1^* < p_1^n$. Using the same procedure as outlined under characteristic x dominance, demand in each of the regions can be defined as a function of prices and $\alpha$.

In $R_2^y$, the demand equations are linear in prices. The first-order conditions of the profit functions have a single solution given by:

$$p_1^{**} = \frac{2(y_2 - y_1) + (x_1 - x_2)}{6}, \quad (13)$$

$$p_2^{**} = \frac{4(y_2 - y_1) - (x_1 - x_2)}{6}. \quad (14)$$

Since the first-order conditions are necessary, these prices are the price equilibrium prices provided they belong to the intervals defining $R_2^y$. These intervals are:

$$p_1^{**} \in [p_1^m(p_1^{**}), p_1^n(p_1^{**})] \quad \text{and} \quad p_2^{**} \in [p_2^m(p_2^{**}), p_2^n(p_2^{**})].$$

These restrictions yield two conditions:

$$(x_1 - x_2) \leq (y_2 - y_1), \quad (C)$$

$$(x_1 - x_2) \leq (y_2 - y_1). \quad (D)$$

Notice that conditions (C) and (D) are equal and always true under characteristic y dominance. In addition, (C) and (D) are the “reverse” of (B) and (A) respectively. By reformulating the pricing equations, it can be shown that $p_2^{**} \in [p_2^m(p_2^{**}), p_2^n(p_2^{**})]$ only when both conditions (C) and (D) are satisfied.

**Dominated Characteristics Competition**

This section discusses the price equilibrium solutions for the dominated characteristics case. The procedures employed are similar to those used in the asymmetric characteristics case. The reader interested in the product equilibrium results may wish to read §5 before considering the price equilibrium results for the dominated characteristics case.

**Characteristic x dominance.** The indifference line (defined in (2)) applies as do the boundary price levels defined in (3)-(6). Without loss of generality, it is assumed that firm 2's product is dominant. That is, $x_2 \geq x_1$ and $y_2 \geq y_1$. This implies that $(x_1 - x_2) \leq 0$ and the slope of the indifference line is negative. Under characteristic x dominance, $90^\circ < \alpha \leq 135^\circ$. This implies that $-(x_1 - x_2) \geq (y_2 - y_1)$. Under these conditions, the ordering of the price equations is $p_1^m < p_1^t \leq p_1^* < p_1^n$.

Once again, analysis begins with region 2. In $dR_2^x$, the price equilibrium is defined by:

$$p_1^t = \frac{-2(x_1 - x_2) - (y_2 - y_1)}{6}, \quad (15)$$

$$p_2^t = \frac{-4(x_1 - x_2) + (y_2 - y_1)}{6}. \quad (16)$$

This price equilibrium holds when the prices are within the range defining $dR_2^x$. That is,

$$p_1^t \in [p_1^t(p_1^t), p_1^t(p_2^t)] \quad \text{and} \quad p_2^t \in [p_2^t(p_1^t), p_2^t(p_2^t)].$$

These restrictions yield two conditions. First, $p_1^t \geq p_1^t(p_2^t)$ is satisfied when:

$$-2(x_1 - x_2) \geq (y_2 - y_1). \quad (E)$$
Second, $p_1^\uparrow \leq p_1^\uparrow (p_2^\uparrow)$ is satisfied when:

$$-(x_1 - x_2) \leq 2(y_2 - y_1).$$

(F)

By reformulating the pricing equations, it can be shown that $p_2^\uparrow \in [p_2^\uparrow (p_1^\uparrow), p_2^\uparrow (p_1^\uparrow)]$ only when both conditions (E) and (F) are satisfied.

In region $dR_2^1$, the demand equations for the two firms are quadratic in prices. This results in profit functions for the two firms which are cubic in prices. Solving for $p_1$ and $p_2$ yields the following price equilibrium:

$$p_1^{\uparrow\uparrow} = \frac{\sqrt{8(x_1 - x_2)(y_2 - y_1)}}{8},$$

(17)

$$p_2^{\uparrow\uparrow} = \frac{3\sqrt{8(x_1 - x_2)(y_2 - y_1)}}{8}.$$

(18)

The price equilibrium in region $dR_1^1$ defined by (17) and (18) holds when $p_1^{\uparrow\uparrow} \geq p_1^\uparrow (p_2^{\uparrow\uparrow})$ and $p_2^{\uparrow\uparrow} \geq p_2^\uparrow (p_1^{\uparrow\uparrow})$. These inequalities are satisfied when condition (F) is violated or holds with equality. Condition (E) will continue to hold as will characteristic $x$ dominance. Notice that when condition (F) holds with equality, $p_1^\uparrow = p_1^{\uparrow\uparrow}$ and $p_2^\uparrow = p_2^{\uparrow\uparrow}$. This indicates that equilibrium prices move continuously when parameters change such that the equilibrium moves from region $dR_2^1$ to $dR_1^1$.

In region $dR_3^1$, the first-order conditions of the profit functions are quadratic in prices. The price equilibrium is not easily derived in this region as neither of the first-order conditions factor into simple functional forms. The exact solution has not been calculated as it is not required for the determination of the product equilibrium solutions. This is due to the arbitrary choice of firm numbers. Region $dR_3^1$ from the perspective of firm 2 is identical to region $dR_3^2$ from the perspective of firm 1.

Characteristic $y$ dominance. Characteristic $y$ dominance in the dominated characteristics case follows the same pattern established in previous sections. In this case, $\alpha \geq 135^\circ$ and $p_1^{\uparrow\uparrow} < p_1^\uparrow \leq p_1^n < p_1^\uparrow$.

In $dR_3^1$, the price equilibrium is defined by:

$$p_1^{\uparrow\uparrow\uparrow} = \frac{2(y_2 - y_1) + (x_1 - x_2)}{6},$$

(19)

$$p_2^{\uparrow\uparrow\uparrow} = \frac{4(y_2 - y_1) - (x_1 - x_2)}{6}.$$

(20)

This equilibrium is valid provided the following conditions hold:

$$-2(x_1 - x_2) \leq (y_2 - y_1),$$

(G)

$$-(x_1 - x_2) \leq 2(y_2 - y_1).$$

(H)

The first-order condition for firm 1’s profit function is a quadratic in $p_1$. This equation can be factored into two roots: $p_1 = p_2$ and $p_1 = p_2/3$. The first root is equal to Equation (3): the price at which demand for firm 1 equals zero. Therefore, the second root is used in the equilibrium calculation. Substituting $p_1 = p_2/3$ into the first-order condition of firm 2 yields:

$$3p_2^\uparrow - 4p_2^\uparrow + p_1^\uparrow + 2(x_1 - x_2)(y_2 - y_1) = 0.$$

This equation is quadratic in $p_2$. The larger of the two roots maximizes $\Pi_2 (\partial^2 \Pi_2 / \partial p_2^\uparrow \leq 0$ only for the larger root).

Ansari and Steckel (1992), using Mathematica, illustrate that the exact form of this equilibrium can be found.
These conditions are simply the "reverse" of conditions (E) and (F).

In $dR_1^1$, the demand equations for each firm are identical to those derived in $dR_1^1$. Therefore the price equilibrium defined by Equations (17) and (18) apply in this region as well. This price equilibrium is valid provided condition (H) is violated or holds with equality. Condition (G) will continue to hold as will characteristic $y$ dominance. In addition, when (H) holds with equality, $p_1^{\*\*\*} = p_1^{\*\*}$ and $p_2^{\*\*\*} = p_2^{\*\*}$. In both $dR_2^1$ and $dR_3^1$, because firm 1 controls the dominated product, the equilibrium price for firm 1 is less than the equilibrium price for firm 2.

The price equilibrium in $dR_3^1$ (like $dR_3^2$) has not been calculated as it is not required for the determination of the product equilibrium solutions.

**Summary**

In summary, and anticipating the results of the next section, we have shown the existence of and determined the price equilibrium for any feasible product positioning equilibrium. Using a geometric representation, we see that the price equilibrium varies according to the region in which the competing products are positioned. Since the price equilibria are functionally related to the product positions, they can be incorporated directly into the product equilibrium analysis.

**5. Product Equilibrium**

The first stage of the sequential game involves the firms' simultaneous choice of product location. These product positioning decisions are dependent on the equilibrium prices which have been established above. Given the range of possible price equilibria (considering both characteristic dominance and demand region), several factors must be analyzed in order to choose the optimal product location.

The procedure used to determine the product equilibrium is as follows. First, an analysis is undertaken to determine which demand regions need to be considered for the product equilibrium analysis. The relative separation in positions between the two firms ($(x_1 - x_2)$ and $(y_2 - y_1)$) determines the demand region and thus, the price equilibria which need to be considered. Second, the firms' profit functions in each of the relevant regions are calculated. Third, the first-order conditions of the profit functions, combined with the demand region restrictions, are used to determine the maximum profit equilibrium locations within each of the demand regions. Finally, the maximum profit levels in each of the relevant regions are compared to determine the highest profit equilibrium location representing the firm's optimal product choice (given the competitor's product choice).

**Asymmetric Characteristics**

In the asymmetric characteristics case, conditions (A)–(D) define the boundaries of the various price equilibria. By altering the values of $x_1$, $x_2$, $y_1$ and $y_2$, it is possible to determine the relevant demand regions (and thus, price equilibria) for use in the product positioning subgame.

Consider the situation where $x_1$ and $x_2$ are given ($x_1 > x_2$) and $y_2$, $y_1$ are varied.

1. When $y_2 = y_1$, characteristic $x$ dominance holds and conditions (A) and (B) are satisfied. Therefore, the price equilibrium is in $R_2^1$.

2. As $(y_2 - y_1)$ is increased (by either raising $y_2$ or lowering $y_1$), $(y_2 - y_1)$ will eventually become larger than $(x_1 - x_2)$ so characteristic $y$ dominance will hold. (A) and (B) are violated and (C) and (D) hold. Thus, the price equilibrium is in $R_2^2$.

Now consider the situation where $y_1$, and $y_2$ are given ($y_2 > y_1$) and $x_1$, $x_2$ are varied.

1. When $x_1 = x_2$, characteristic $y$ dominance holds and conditions (C) and (D) are satisfied. The price equilibrium is in $R_2^2$. 


(2) When \((x_1 - x_2)\) is increased, \((x_1 - x_2)\) will become larger than \((y_2 - y_1)\) so characteristic \(x\) dominance will hold. \((A)\) and \((B)\) become satisfied and the price equilibrium will be in \(R_2^*\).

Several points are worth noting. First, the sequences described above can be terminated at any step depending on the range of possible product positions. For example, the allowable increase in \(y_2\) (given \(y_1, x_1\) and \(x_2\)) may be restricted by the maximum level of \(y, (y^{max})\). Second, since \((A) = (B)\) (and \((C) = (D)\)), the relevant demand regions for the price equilibrium move directly from \(R_2^*\) to \(R_2^*\). The optimal positioning equilibrium will not occur in \(R_2^1, R_2^1, R_2^3,\) or \(R_2^3\). Finally, since both the demand functions and the equilibrium prices are continuous across regions, it follows that the profit functions are continuous as well.

The above analysis indicates that the profit functions in \(R_2^*\) and \(R_2^*\) must be considered in the derivation of the product equilibrium. In \(R_2^*\), the demand for firm 1 is given by (10) and the equilibrium price is given by (11). Multiplied together, these equations yield:

\[
\Pi_1^* = \frac{(4(x_1 - x_2) - (y_2 - y_1))^2}{36(x_1 - x_2)}.
\]

For firm 2, the demand is given by \(D_2^* = 1 - D_2^*\) and the equilibrium price is given by (12). This yields a profit of

\[
\Pi_2^* = \frac{(2(x_1 - x_2) + (y_2 - y_1))^2}{36(x_1 - x_2)}.
\]

The profit equations in \(R_2^*\) are given in Table 1.

Dominated Characteristics

In the dominated characteristics case, conditions \((E)-(H)\) define the boundaries of the various price equilibria. By altering the values of \(x_1, x_2, y_1,\) and \(y_2,\) the relevant

<table>
<thead>
<tr>
<th>Region</th>
<th>Profit Function</th>
<th>(\frac{\partial \Pi_1}{\partial x_1})</th>
<th>(\frac{\partial \Pi_1}{\partial y_1})</th>
<th>Profit Function</th>
<th>(\frac{\partial \Pi_2}{\partial x_2})</th>
<th>(\frac{\partial \Pi_2}{\partial y_2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(R_2^*)</td>
<td>(\Pi_1^* = \frac{(4(x_1 - x_2) - (y_2 - y_1))^2}{36(x_1 - x_2)})</td>
<td>(&gt;0)</td>
<td>(&gt;0)</td>
<td>(\Pi_2^* = \frac{(2(x_1 - x_2) + (y_2 - y_1))^2}{36(x_1 - x_2)})</td>
<td>(&lt;0)</td>
<td>(&gt;0)</td>
</tr>
<tr>
<td>(R_2^*)</td>
<td>(\Pi_1^{**} = \frac{(2(y_2 - y_1) + (x_1 - x_2))^2}{36(y_2 - y_1)})</td>
<td>(&gt;0)</td>
<td>(&lt;0)</td>
<td>(\Pi_2^{**} = \frac{(4(y_2 - y_1) - (x_1 - x_2))^2}{36(y_2 - y_1)})</td>
<td>(&gt;0)</td>
<td>(&lt;0)</td>
</tr>
<tr>
<td>(R_2^*)</td>
<td>(\Pi_1^1 = \frac{-8(x_1 - x_2) + (y_2 - y_1))^2}{32})</td>
<td>(&gt;0)</td>
<td>(&lt;0)</td>
<td>(\Pi_2^1 = \frac{9(y_1 - x_2)(y_2 - y_1)}{32})</td>
<td>(&gt;0)</td>
<td>(&lt;0)</td>
</tr>
<tr>
<td>(R_2^<em>) or (R_2^</em>)</td>
<td>(\Pi_1^* = \frac{4(y_2 - y_1) - (x_1 - x_2))^2}{36(y_2 - y_1)})</td>
<td>(&lt;0)</td>
<td>(&lt;0)</td>
<td>(\Pi_2^* = \frac{4(y_2 - y_1) - (x_1 - x_2))^2}{36(y_2 - y_1)})</td>
<td>(&gt;0)</td>
<td>(&gt;0)</td>
</tr>
</tbody>
</table>
demand regions (and thus, price equilibria) for use in the product positioning subgame can be determined.

Consider the situation where \( x_1 \) and \( x_2 \) are given (\( x_2 > x_1 \)) and \( y_2, y_1 \) are varied.

1. When \( y_2 = y_1 \), characteristic \( x \) dominance holds and (E) and (F) are satisfied. The price equilibrium is in \( dR_x^2 \).

2. As \( (y_2 - y_1) \) is increased, condition (F) is the first to fail, but characteristic \( x \) dominance still holds. The price equilibrium is in \( dR_x^1 \).

3. \( (y_2 - y_1) \) can be increased until characteristic \( y \) dominance holds. Since (E) still holds, the price equilibrium is in \( dR_y^1 \).

4. Finally, \( (y_2 - y_1) \) can be increased until (E) fails. Now (G) and (H) hold and the price equilibrium is in \( dR_y^2 \).

The reverse procedure of varying \( (x_2 - x_1) \) and holding \( y_1 \) and \( y_2 \) constant yields the same relevant regions.

As with the asymmetric characteristics case, several points are worth noting. First, the sequence described above can be terminated at any step depending on the range of possible product positions. Second, since (E) ≠ (F) (and (G) ≠ (H)), there are four relevant regions for the price equilibrium which need to be considered: \( dR_x^2, dR_x^1, dR_y^1 \), and \( dR_y^2 \). The profit functions for these regions are given in Table 1. The product equilibrium will not occur in \( dR_x^3 \) or \( dR_y^3 \). Finally, since both the demand functions and the equilibrium prices are continuous across regions, it follows that the profit functions are continuous as well.

**Determining the Product Equilibrium**

The product equilibrium is determined by simultaneously comparing each firm’s most profitable product position, subject to the competitor’s position, in all relevant demand regions. Equilibrium solutions occur when neither firm can improve its profits by unilaterally altering its chosen position.

In each of the demand regions, a two step procedure is used to analyze a firm’s optimal position (subject to the competitor’s position). First, the restrictions which determine the range of product positions which are allowable in each region are considered. These include: (i) asymmetric or dominated characteristics; (ii) characteristic \( x \) or characteristic \( y \) dominance; and (iii) conditions (A)–(D) and (E)–(H) described above. Second, the derivatives of the relevant profit functions are taken with respect to a firm’s own product characteristics. The signs of these derivatives determine whether a firm’s profits are improved by increasing or decreasing a characteristic’s positioning value in the range \( (x_{min}, x_{max}) \) or \( (y_{min}, y_{max}) \) (subject to region restrictions). Following this analysis, the firm’s maximum profit in each of the relevant regions (subject to the competitor’s position) are determined and compared. The product locations which yield the highest profit in this comparison represent a product equilibrium. These analytical procedures are carried out in the Appendix.

In our model, the maximum level of each characteristic (the highest quality location) yields the highest profit. Therefore, both firms would like to choose this position. Additional features must be added to the model to determine which firm will ultimately choose that location. The interesting feature of the model is the differentiation strategy utilized by the lower quality firm as its choice of product location determines the product equilibrium. Depending on the relative ranges of the characteristics \( (x_{max} - x_{min}) \) and \( (y_{max} - y_{min}) \), the lower quality firm chooses a partial or maximum differentiation strategy. Figure 6 illustrates the three types of product equilibrium solutions when firm 2 chooses the high quality location. These solutions, as well as the reverse cases when firm 1 chooses the high quality position are proven by Propositions 1 to 4 in the Appendix. These product equilibria can be summarized as follows:
(I) If firm 2 is positioned at \((x_{\text{max}}, y_{\text{max}})\), there exists an equilibrium where firm 1 is positioned at:

(i) \((x_{\text{max}}, y_{\text{min}})\) if \((x_{\text{max}} - x_{\text{min}}) \leq \frac{128}{81}(y_{\text{max}} - y_{\text{min}})\),

(ii) \((x_{\text{min}}, y_{\text{min}})\) if \((x_{\text{max}} - x_{\text{min}}) \in \left[\frac{128}{81}(y_{\text{max}} - y_{\text{min}}), 2(y_{\text{max}} - y_{\text{min}})\right]\),

(iii) \((x_{\text{max}} - 2(y_{\text{max}} - y_{\text{min}}), y_{\text{min}})\) if \((x_{\text{max}} - x_{\text{min}}) \geq 2(y_{\text{max}} - y_{\text{min}})\).

(II) If firm 1 is positioned at \((x_{\text{max}}, y_{\text{max}})\), there exists an equilibrium where firm 2 is positioned at:

(i) \((x_{\text{min}}, y_{\text{max}})\) if \((x_{\text{max}} - x_{\text{min}}) \geq \frac{81}{128}(y_{\text{max}} - y_{\text{min}})\),

(ii) \((x_{\text{min}}, y_{\text{min}})\) if \((x_{\text{max}} - x_{\text{min}}) \in \left[\frac{81}{128}(y_{\text{max}} - y_{\text{min}}), \frac{81}{16} (y_{\text{max}} - y_{\text{min}})\right]\),

(iii) \((x_{\text{min}}, y_{\text{max}} - 2(x_{\text{max}} - x_{\text{min}}))\) if \((x_{\text{max}} - x_{\text{min}}) \leq \frac{1}{2}(y_{\text{max}} - y_{\text{min}})\).

Stated differently, the relative ranges of \((x_{\text{max}} - x_{\text{min}})\) and \((y_{\text{max}} - y_{\text{min}})\) determine which product equilibria are possible. There are two possible product equilibria for each value of \((x_{\text{max}} - x_{\text{min}})/(y_{\text{max}} - y_{\text{min}})\): one at which firm 1 is located at \((x_{\text{max}}, y_{\text{max}})\) and one at which firm 2 is located at \((x_{\text{max}}, y_{\text{min}})\). Interestingly, at all values of \((x_{\text{max}} - x_{\text{min}})/(y_{\text{max}} - y_{\text{min}})\), one of the two possible equilibria exhibits maximum differentiation on one dimension and minimum differentiation on the other (MaxMin differentiation).

When \(\frac{81}{128} \leq \frac{x_{\text{max}} - x_{\text{min}}}{y_{\text{max}} - y_{\text{min}}} \leq \frac{128}{81}\), both equilibria will be of the MaxMin variety.

6. Discussion

The analytical results have a number of interesting features. As expected, one firm is always positioned at the maximum value on both dimensions which is considered by consumers to be of the highest quality. Like Shaked and Sutton (1982), the firm positioned in this location has the highest profits. Since both firms would prefer this high profit position, without including some other characteristics in the model, it is impossible to determine which equilibrium will be achieved.

Recall that previous research has suggested that two forces seem to shape the product equilibrium: a demand force which draws the firms together and a strategic force which causes firms to differentiate. These effects on the product equilibria derived in the two-dimensional vertical model can be analyzed. As described above, there are three types of product equilibria. The existence of these equilibria reflect the relative importance of the demand and strategic forces. Under all conditions, one of the possible product equilibria exhibits MaxMin product differentiation (see Figure 6a). In addition, when the range of the \(x\) characteristic equals the range of the \(y\) characteristic, MaxMin differentiation is present in both possible equilibria. Therefore, the MaxMin equilibrium can be considered the “normal” case. The MaxMin result appears to be in the spirit of dePalma et al. (1985) who suggest that firms will agglomerate provided that the products are differentiated on other dimensions. Following this line of reasoning, both firms want to have the highest quality, but because of the strategic force, only one firm will locate there. The firm which is unable to choose the highest quality position differentiates its product by choosing the minimum quality on only one dimension because of the demand force. This choice reduces price competition while at the same time maintains a sufficiently high quality level for the differentiating firm’s product to appeal to a number of consumers.13

13 The case where there is an infinite range of quality on each dimension falls into this category as well. An assumption of an infinite range on a quality characteristic would suggest that only one dimension is necessary to capture the differentiation effect. Since technology improvements and changing product forms have the potential to alter what consumers believe to be “maximum quality”, it appears that setting a maximum level of product quality is reasonable (at least in the short run).
a) if \((x_{\text{max}} - x_{\text{min}}) \leq \frac{128}{81}(y_{\text{max}} - y_{\text{min}})\)

b) if \(\frac{128}{81}(y_{\text{max}} - y_{\text{min}}) \leq (x_{\text{max}} - x_{\text{min}}) \leq 2(y_{\text{max}} - y_{\text{min}})\).

**Figure 6.** Three Types of Product Equilibria when Firm 2 is Located at \((x_{\text{max}}, y_{\text{max}})\).

The MaxMin result has also been found in other two-dimensional models. Neven and Thisse (1990) found two possible product equilibrium solutions in an analysis of a mixed model with one vertical and one horizontal characteristic. Both of these solutions were MaxMin. We have found similar results in a two-dimensional horizontal model (Vandebosch 1991; see also Ansari and Steckel 1992).
A second type of product equilibrium possible in the vertical model exhibits maximum differentiation (see Figure 6b). That is, one firm chooses the maximum level on both dimensions while the other firm chooses the minimum level on both dimensions. Interestingly, the profits for both firms are higher relative to MaxMin positioning. This suggests that the strategic effect is quite strong. When the differentiating firm moves to maximum differentiation (the minimum level on both dimensions), its demand decreases (from \( \frac{1}{2} \) to \( \frac{1}{4} \) relative to MaxMin positioning) but its price increases to the extent that profits increase. Since both demand and price increase for the high quality firm, it appears that the strategic effect is reduced.

The final type of product equilibrium has the two firms maximally differentiated on one characteristic and partially differentiated on the other (see Figure 6c). This equilibrium shows that the strategic effect does not always dominate. That is, with sufficient product differentiation, the demand effect becomes more important than the strategic effect. The firm with the lower quality product chooses the position at which these two opposing forces are offset. At this equilibrium, the relative prices and demands (and therefore, relative profits) remain constant with \( p_2 = \frac{3}{2}p_1 \) and \( D_2 = 3D_1 \).

These equilibrium results add an important dimension to the maximum versus minimum differentiation debate. In particular, traditional one-dimensional positioning models may not be adequate to understand the opposing demand and strategic effects. With sufficient degrees of freedom, as in the model developed here (see also Neven and Thisse 1990), demand effects play a more important role than has been previously suggested.

**Relaxing the Constant Marginal Cost Assumption**

The two-dimensional vertical model described above assumes equal marginal costs regardless of product position. Though this set-up is a direct extension of previous work, the equal cost assumption is limiting as it would be expected that high quality products would cost more than low quality products. We therefore, relax this assumption for the “normal” case where the range of the \( x \) characteristic equals the range of the \( y \) characteristic.
When \((x_{\text{max}} - x_{\text{min}}) = (y_{\text{max}} - y_{\text{min}})\), the equilibrium in constant marginal cost model is defined by Proposition 1: firm 1 is positioned at \((x_{\text{max}}, y_{\text{min}})\) and firm 2 at \((x_{\text{max}}, y_{\text{max}})\) (recall that firm and characteristic labelling are arbitrary). This MaxMin result was established using \(R^2_\gamma\) as the profit maximizing region. Equilibrium results with variable marginal costs will be compared with this case.

In this section, all model assumptions except the constant marginal cost assumption are retained. Product costs are assumed to be a linear function of characteristic levels. Specifically, firm \(i\)'s marginal cost is defined as \(\delta x_i + \lambda y_i\) where \(\delta, \lambda \geq 0\). Since no convexity is displayed by linear costs, the equilibrium results will exhibit positionings which are at the extreme edges of the product space. Consequently, the results of this section will be comparable with the constant marginal cost model.\(^{14}\)

With the addition of the new cost assumption, the price equilibrium in \(R^2_\gamma\) (((13) and (14) above)) changes to:

\[
\begin{align*}
p_1^{**} &= \frac{2(y_2 - y_1) + (x_1 - x_2) + 4(\delta x_1 + \lambda y_1) + 2(\delta x_2 + \lambda y_2)}{6}, \quad (23) \\
p_2^{**} &= \frac{4(y_2 - y_1) - (x_1 - x_2) + 2(\delta x_1 + \lambda y_1) + 4(\delta x_2 + \lambda y_2)}{6}. \quad (24)
\end{align*}
\]

Profits functions for each of these firms become:

\[
\begin{align*}
\Pi_1^{**} &= \frac{((2 + 2\lambda)(y_2 - y_1) + (1 - 2\delta)(x_1 - x_2))^2}{36(y_2 - y_1)}, \quad (25) \\
\Pi_2^{**} &= \frac{((4 - 2\lambda)(y_2 - y_1) + (2\delta - 1)(x_1 - x_2))^2}{36(y_2 - y_1)}. \quad (26)
\end{align*}
\]

Taking derivatives of these profit functions with respect to the firm’s own \(x\) characteristic yields symmetric results. In both cases, when \(\delta < 1/2\), \(\partial \Pi_i / \partial x_i > 0\). This implies that both firms will position at \(x_{\text{max}}\). When \(\delta > 1/2\), \(\partial \Pi_i / \partial x_i < 0\) and both firms will choose to position at \(x_{\text{min}}\). At \(\delta = 1/2\) profits are equal regardless of positioning on \(x\). Since this is a knife-edge result, we will assume an \(x_{\text{max}}\) positioning at this parameter value. The net result of this analysis is that both firms will choose the same location on the \(x\) characteristic regardless of its cost (\(\delta\)).

The optimal position of the firms on the \(y\) characteristic mirrors that of the constant marginal cost model. Regardless of cost, \((\lambda)\) firm 1 will always position at \(y_{\text{min}}\) \((\partial \Pi_1 / \partial y_1 < 0)\) while firm 2 will always position at \(y_{\text{max}}\) \((\partial \Pi_2 / \partial y_2 > 0)\). Accordingly, two equilibrium results are possible. If \(\delta \leq 1/2\), the product equilibrium is:

\[
\begin{align*}
x_1 &= x_{\text{max}}, \\
y_1 &= y_{\text{min}}, \\
x_2 &= x_{\text{max}}, \\
y_2 &= y_{\text{max}}.
\end{align*}
\]

If \(\delta > 1/2\), the product equilibrium is:

\[
\begin{align*}
x_1 &= x_{\text{min}}, \\
y_1 &= y_{\text{min}}, \\
x_2 &= x_{\text{min}}, \\
y_2 &= y_{\text{max}}.
\end{align*}
\]

Like the constant marginal cost model, these results exhibit MaxMin product differentiation. The only impact that cost has on positioning occurs on the \(x\) characteristic. As the cost of \(x\) increases, there is a level at which it is more profitable to reduce the

\(^{14}\) Anticipating the results of the product equilibrium, it can be shown that \(\delta, \lambda \leq 2\).

\(^{15}\) An analysis of all cases of the two-dimensional vertical model with convex costs (like Moorthy (1988) or Economides (1989)) is left to future research.
quality on that dimension. This result is similar to the situation in many mature industries. For example, in the U.S. capacitor industry, the ratio of cost to price narrowed, two of the three main competitors reduced the quality of their capacitors while maintaining their level of service. The third competitor was under severe pressure to follow this lead (Dolan 1984).

Although the positioning of the firms is not affected by the cost of characteristic y(λ), the profitability of the firms is. If λ < 1/2, the high quality firm (firm 2) is the most profitable. However, if λ > 1/2, the low quality firm (firm 1) has the highest profits. This is similar to the situation that Signode was facing. Historically, Signode made high profits because of its high quality, high service positioning. However, as the market matured, this position became less desirable. Cost to serve as a fraction of price increased putting severe pressure on Signode’s bottom line. Since reducing services, like the design and manufacture of custom strapping tools, would eliminate its differentiating features, Signode was compelled to maintain its high quality, high service position (see Rangan et al. 1992).

7. Summary and Directions for Future Research

The equilibrium results from the two-dimensional vertical model provide some important insights into the optimal competitive behavior of firms competing on more than one dimension. However, the results should be viewed in light of the model’s assumptions. First, the marginal cost assumptions may be limiting. The constant marginal cost assumption is tenuous in quality differentiated markets. Although we have demonstrated that the MaxMin equilibrium holds for variable marginal costs, not all cases in the two-dimensional vertical model were analyzed. Moorthy (1988) incorporates a convex marginal cost function which increases with characteristic levels. In his one-dimensional vertical differentiation model, he finds that firms choose products which are differentiated though not maximally. An extension of the two-dimensional model to incorporate a similar cost function would be of value.

Second, the assumption of a uniform distribution of taste parameters may be limiting. The indifference line analysis procedure used to determine demands can readily accommodate non-uniform distributions on the taste parameters. However, at present, it appears that numerical procedures would be required to search for the equilibrium solutions. Third, the current model restricts the range of consumer tastes (θs) to between 0 and 1. Although this restriction is compensated by the selection of the scales of the x and y characteristics, the formulation could be generalized so that the range of tastes on one characteristic could be greater than the range of tastes on the other characteristic. This changes the “shape” of the parameter space from a square to a rectangle. This approach would allow the taste parameters to be considered as true importance weights. This would be especially valuable in an extension which incorporated nonuniform tastes.

The results in the two-dimensional model are affected by the choice of equilibrium solution concept. The model searches for perfect (Nash) equilibrium solutions. Although this is the most common solution concept used in models of this type, it is important to note that this choice implies noncooperative behavior on the part of the firms. The severe price competition which results gives the firms a strong motivation to differentiate. A comparison with an alternative two-dimensional model, which lessens the price competition aspect (e.g., incorporating a Cournot Equilibrium), would be of value in this area.

16 Capacitors are a type of electrical equipment used by electric utilities to increase the efficiency of electrical power transmission.

17 If it is assumed that firm 1 is located at (x_{max}, y_{max}) instead of firm 2, the firms would differentiate on the x characteristic. This implies that at δ < 1/2, firm 1 would be the most profitable and at δ > 1/2, firm 2 would be the most profitable.
In addition to relaxing the assumptions of the two-dimensional vertical differentiation model, other fruitful areas of future research would be the extension of the vertical model to include either several competitors or several dimensions. The indifference line approach used in the current model extends easily to accommodate either additional competitors or product dimensions. However, the added complexities would probably require that the price equilibrium be established through numerical procedures. The equilibrium implications of including several competitors or several dimensions is unknown a priori.

Finally, the strategic insight of the current model structure would be enhanced if extensions were developed to allow management more control over some of the exogeneous variables in the current model. Two variables over which management may have some control are the ranges of quality offered and the number of relevant dimensions. In certain markets, market leaders may have the capability to expand the range of quality on certain characteristics. Examples include the range of services offered by a firm or the availability of several generations of a specific technology. The existence of these types of situations bring into question the optimal range of a specific characteristic. In a similar vein, management sometimes has control over the number of competitive dimensions. For example, earlier in the paper, the computer market was characterized on “ease of use” and “power” dimensions. The addition of a new dimension, say “portability”, may significantly alter the equilibrium situation, especially if convex costs are incorporated into the model. Development of the multidimensional vertical differentiation model along these lines would be significant.18
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Appendix

The appendix develops the product equilibrium solutions for the two-dimensional vertical differentiation model. The analysis links closely with the discussion in §5. The signs of the profit function derivatives in the relevant regions are summarized in Table 1.

**Proposition 1.** If

\[(x_{\text{max}} - x_{\text{min}}) \leq \frac{128}{81} (y_{\text{max}} - y_{\text{min}}),\]

there exists a product equilibrium such that

\[x_1 = x_{\text{max}}, \quad x_2 = x_{\text{max}},\]

\[y_1 = y_{\text{min}}, \quad y_2 = y_{\text{max}}.\]

**Proof.** (1) Consider firm 1 and assume \(x_2 = x_{\text{max}}, y_2 = y_{\text{max}}.\)

(i) In \(R_2^2\), since \((x_1 - x_2) \geq (y_2 - y_1)\), the only response for firm 1 is \(x_1 = x_{\text{max}}, y_1 = y_{\text{max}}.\) This results in a zero profit.

(ii) In \(R_1^2\), the best response is \(x_1 = x_{\text{max}}, y_1 = y_{\text{min}}.\) This results in a profit of

\[\Pi_1^{**} = \frac{y_{\text{max}} - y_{\text{min}}}{9}.\]  \(\text{(A.1)}\)

(iii) In \(R_2^1\), the best response is \(x_1 = x_{\text{max}}, y_1 = y_{\text{max}}.\) This results in a zero profit.

(iv) In \(R_1^1\), and \(R_2^2\), the best response is \(x_1 = x_{\text{min}}, y_1 = y_{\text{min}}.\)

To remain within this region, this response is only valid when

\[x_{\text{max}} - x_{\text{min}} \in \left[ \frac{1}{4} (y_{\text{max}} - y_{\text{min}}), 2(y_{\text{max}} - y_{\text{min}}) \right] \]
as conditions (E) and (G) must hold. This results in a profit of
\[ \Pi_i^{**} = \frac{\sqrt{8}(x_{\text{max}} - x_{\text{min}})(y_{\text{max}} - y_{\text{min}})}{32}. \] (A.2)

When \((x_{\text{max}} - x_{\text{min}}) > 2(y_{\text{max}} - y_{\text{min}})\), the best response for firm 1 in this region is to choose \(y_1 = y_{\text{min}}\) and \(x_1 = x_{\text{max}} - 2(y_{\text{max}} - y_{\text{min}})\). This results in a profit of
\[ \Pi_i^{**} = \frac{y_{\text{max}} - y_{\text{min}}}{8}. \] (A.3)

(v) In \(d R_y^1\), the best response is \(x_1 = x_{\text{max}}, y_1 = y_{\text{min}}\). This results in a profit of
\[ \Pi_i^{**} = \frac{y_{\text{max}} - y_{\text{min}}}{9}. \]

This is the same strategy as in \(R_y^2\) and yields the same profit.

(vi) Compare (A.1) and (A.2). Firm 1 will choose \(x_1 = x_{\text{max}}, y_1 = y_{\text{min}}\) when
\[ \frac{y_{\text{max}} - y_{\text{min}}}{9} \geq \frac{\sqrt{8}(x_{\text{max}} - x_{\text{min}})(y_{\text{max}} - y_{\text{min}})}{32} \]
which reduces to
\[ (x_{\text{max}} - x_{\text{min}}) \leq \frac{128}{81}(y_{\text{max}} - y_{\text{min}}). \] (A.4)

(II) Now consider firm 2 and assume \(x_1 = x_{\text{max}}, y_1 = y_{\text{min}}\).

(i) In \(R_y^2\), the best response for firm 2 is \(x_2 = x_{\text{min}}, y_2 = y_{\text{max}}\). This response is valid as long as \((x_{\text{max}} - x_{\text{min}}) \geq (y_{\text{max}} - y_{\text{min}})\). If this condition is not true, the best response for firm 2 is \(x_2 = x_{\text{min}}\) and \(y_2 = y_{\text{max}} - (x_{\text{max}} - x_{\text{min}})\). The profits associated with these responses are maximized when the above condition holds with equality. This results in a profit of
\[ \Pi_2^* = \frac{x_{\text{max}} - x_{\text{min}}}{4}. \] (A.5)

(ii) In \(R_y^2\), the best response for firm 2 is \(x_2 = x_{\text{max}}, y_2 = y_{\text{max}}\). This results in a profit of
\[ \Pi_2^{**} = \frac{4(y_{\text{max}} - y_{\text{min}})}{9}. \] (A.6)

(iii) In \(d R_y^2\), since \(x_2 \geq x_1\) and \((x_2 - x_1) \geq (y_2 - y_1)\), the only response in this region is \(x_2 = x_{\text{max}}, y_2 = y_{\text{min}}\). This results in a zero profit.

(iv) In \(R_y^1\) and \(R_y^1\), the best response is \(x_2 = x_{\text{max}}, y_2 = y_{\text{max}}\). This results in a zero profit. It is also the same strategy as \(R_y^2\).

(v) In \(d R_y^2\), the best response is \(x_2 = x_{\text{max}}, y_2 = y_{\text{max}}\). This results in a profit of
\[ \Pi_2^{**} = \frac{4(y_{\text{max}} - y_{\text{min}})}{9}. \]

This is the same strategy and profits as in \(R_y^2\).

(vi) Compare (A.5) and (A.6). (A.5) is maximized when \((x_{\text{max}} - x_{\text{min}}) = (y_{\text{max}} - y_{\text{min}})\). Subbing the equality into (A.6) yields
\[ \Pi_2^{**} = \frac{4(x_{\text{max}} - x_{\text{min}})}{9}. \]

This profit is always greater than (A.5). If \((y_{\text{max}} - y_{\text{min}}) > (x_{\text{max}} - x_{\text{min}})\), (A.6) becomes relatively larger when compared with (A.5).

(III) The only condition on the product equilibrium described in Proposition 1 is (A.4) which requires
\[ (x_{\text{max}} - x_{\text{min}}) \leq \frac{128}{81}(y_{\text{max}} - y_{\text{min}}). \]

**Proposition 2.** (a) If
\[ (x_{\text{max}} - x_{\text{min}}) \in \left\{ \frac{128}{81}(y_{\text{max}} - y_{\text{min}}), 2(y_{\text{max}} - y_{\text{min}}) \right\}, \]
there exists a product equilibrium such that
\[ x_1 = x_{\text{min}}, \quad x_2 = x_{\text{max}}, \]
\[ y_1 = y_{\text{min}}, \quad y_2 = y_{\text{max}}. \]
(b) If \((x_{\text{max}} - x_{\text{min}}) > 2(y_{\text{max}} - y_{\text{min}})\), there exists a product equilibrium such that

\[
\begin{align*}
&x_1 = x_{\text{max}} - 2(y_{\text{max}} - y_{\text{min}}), & x_2 = x_{\text{max}}, \\
y_1 = y_{\text{min}}, & y_2 = y_{\text{max}}.
\end{align*}
\]

**Proof.** (I) Consider firm 1 and assume \(x_2 = x_{\text{max}}, y_2 = y_{\text{max}}\).

(i) From (A.4), firm 1's best response is \(x_1 = x_{\text{min}}, y_1 = y_{\text{min}}\) when

\[
(x_{\text{max}} - x_{\text{min}}) \geq \frac{128}{41} (y_{\text{max}} - y_{\text{min}}).
\]

(ii) When \((x_{\text{max}} - x_{\text{min}}) > 2(y_{\text{max}} - y_{\text{min}})\), the best response for firm 1 in \(dR_1^R\) or \(dR_1^\ell\) is

\[
\begin{align*}
x_1 &= x_{\text{max}} - 2(y_{\text{max}} - y_{\text{min}}), & y_1 = y_{\text{min}}.
\end{align*}
\]

This results in a profit defined in (A.3). This profit is always the largest for firm 1 when compared to the profits generated by other strategies.

(II) Now consider firm 2 and assume \(x_1 = x_{\text{min}}, y_1 = y_{\text{min}}\).

(i) In \(R_2^R\), since \(x_1 \geq x_2\) and \((x_1 - x_2) \geq (y_2 - y_1)\), the only response is \(x_2 = x_{\text{min}}, y_2 = y_{\text{min}}\). This results in a zero profit.

(ii) In \(R_2^\ell\), the best response is \(x_2 = x_{\text{min}}, y_2 = y_{\text{max}}\) since a restriction is that \(x_1 \geq x_2\). This results in a profit of

\[
\Pi_2^\ell = \frac{4(y_{\text{max}} - y_{\text{min}})}{9}.
\]  

(A.7)

(iii) In \(dR_2^R\), the best response is \(y_2 = y_{\text{max}}\) and \(x_2\) at the minimum value possible within the region. Since \((x_2 - x_1) \geq (y_2 - y_1)\), this occurs when \(x_2 = (y_{\text{max}} - y_{\text{min}}) + x_{\text{min}}\). This results in a profit of

\[
\Pi_2^R = \frac{25(y_{\text{max}} - y_{\text{min}})}{36}.
\]  

(A.8)

This profit is always greater than (A.7).

(iv) In \(dR_2^\ell\) and \(dR_2^R\), the best response is \(x_2 = x_{\text{max}}, y_2 = y_{\text{max}}\). This results in a profit of

\[
\Pi_2^{dR_2} = \frac{9\sqrt{18}(y_{\text{max}} - x_{\text{min}})(y_{\text{max}} - y_{\text{min}})}{32}.
\]  

(A.9)

(A.9) is valid if

\[
(x_{\text{max}} - x_{\text{min}}) \in \left[\frac{1}{2} (y_{\text{max}} - y_{\text{min}}), 2(y_{\text{max}} - y_{\text{min}})\right].
\]

(v) In \(dR_2^\ell\), the best response is \(x_2 = x_{\text{max}}, y_2 = y_{\text{max}}\). This is the same strategy and yields the same profits as in \(R_2^\ell\).

(vi) Compare (A.8) and (A.9). (A.8) is maximized when \((x_2 - x_{\text{min}}) = (y_{\text{max}} - y_{\text{min}})\). Subbing this into (A.9) yields

\[
\Pi_2^\ell = \frac{\sqrt{648}}{32} (y_{\text{max}} - y_{\text{min}}) \geq \frac{25(y_{\text{max}} - y_{\text{min}})}{36}.
\]

Therefore, (A.9) > (A.8). This proves Proposition 2(a).

(III) Consider firm 2. Assume \((x_{\text{max}} - x_{\text{min}}) > 2(y_{\text{max}} - y_{\text{min}})\) and

\[
\begin{align*}
x_1 &= x_{\text{max}} - 2(y_{\text{max}} - y_{\text{min}}), & y_1 &= y_{\text{min}}.
\end{align*}
\]

(i) In \(R_2^R\), the best response for firm 2 is the maximum possible value of \(x_2\) and the minimum value of \(y_2\) with the restriction that \((x_1 - x_2) = (y_2 - y_1)\). This results in a profit of

\[
\Pi_2^* = \frac{y_2 - y_{\text{min}}}{4}.
\]  

(A.10)

(ii) In \(dR_2^R\), the best response for firm 2 occurs when \((x_2 - x_1) = (y_2 - y_1)\) where firm 2 chooses the maximum possible level of \(y_2\) and the minimum level of \(x_2\). This results in a profit of

\[
\Pi_2^d = \frac{25}{36}(y_2 - y_{\text{min}}).
\]  

(A.11)

This level of profit is always greater than (A.10).

(iii) In regions \(R_2^R, dR_2^R, dR_2^\ell\), and \(dR_2^R\), the best response for firm 2 is \(x_2 = x_{\text{max}}, y_2 = y_{\text{max}}\). Since the choice of \(x_1\) assures that \(dR_2^R\) and \(dR_2^\ell\) are feasible regions, firm 2's profit is maximized at

\[
\Pi_2^{dR_2} = \frac{35}{36}(y_{\text{max}} - y_{\text{min}}).
\]  

(A.12)
(iv) Compare (A.11) and (A.12). In (A.11), the maximum value of $y_2$ is $y_{2}\text{max}$. Thus (A.11) is always less than (A.12). Firm 2 will choose $x_2 = x_{2}\text{max}$, $y_2 = y_{2}\text{max}$. This proves Proposition 2(b).

**Proposition 3.** If $(x_{\text{max}} - x_{\text{min}}) \geq \frac{1}{2}(y_{\text{max}} - y_{\text{min}})$, then exists a product equilibrium such that:

- $x_1 = x_{\text{max}}$, $x_2 = x_{\text{min}}$,
- $y_1 = y_{\text{max}}$, $y_2 = y_{\text{min}}$.

**Proof.** The dominated characteristics analysis was conducted with $x_2 \geq x_1$ and $y_2 \geq y_1$. This analysis resulted in Proposition 1 being true. The dominated characteristics analysis with $x_1 \geq x_2$ and $y_1 \geq y_2$, by symmetry, yields Proposition 3.

**Proposition 4.** (a) If

$$(x_{\text{max}} - x_{\text{min}}) \in \left[\frac{1}{2}(y_{\text{max}} - y_{\text{min}}), \frac{1}{2}(y_{\text{max}} - y_{\text{min}})\right],$$

there exists a product equilibrium such that:

- $x_1 = x_{\text{max}}$, $x_2 = x_{\text{min}}$,
- $y_1 = y_{\text{max}}$, $y_2 = y_{\text{min}}$.

(b) If $(x_{\text{max}} - x_{\text{min}}) < \frac{1}{2}(y_{\text{max}} - y_{\text{min}})$, there exists a product equilibrium such that:

- $x_1 = x_{\text{max}}$, $x_2 = x_{\text{min}}$,
- $y_1 = y_{\text{max}}$, $y_2 = y_{\text{max}} - 2(x_{\text{max}} - x_{\text{min}})$.

**Proof.** The dominated characteristics analysis was conducted with $x_2 \geq x_1$ and $y_2 \geq y_1$. This analysis resulted in Proposition 2 being true. The dominated characteristics analysis with $x_1 \geq x_2$ and $y_1 \geq y_2$, by symmetry, yields Proposition 4.
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