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Abstract

This paper examines how adverse experiences of credit use arising post the adoption

of a new credit technology impacts entrepreneurial risk aversion. In a randomized

controlled trial which deployed a new credit technology to small retail entrepreneurs

in Kenya we show that the experience of a failed use of a new credit line significantly

increases their risk aversion. By separating out the causal effect of credit from selection

effects we show that accounting for selection, especially selection into credit, matters

– those who adopt credit have substantially lower ex-ante risk aversion. Thus, their

post adoption treatment effect which increases risk aversion is even more pronounced.

Consequently, the more risk loving entrepreneurs in the population adopt the credit,

but they also end up becoming substantially more risk averse upon experiencing a credit

failure. A heterogeneous treatment effects analysis identifies important demographic

moderators and shows that male entrepreneurs who are younger and who run smaller

businesses are more likely adopt the new credit product, but they are also particularly

susceptible to credit failures experiences and the resulting increase in their risk aversion.

We also show that the increased risk aversion leads to a counterfactual credit adoption

of only 29% in comparison to the model’s adoption prediction of 42%.
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1 Introduction

Preferences are typically considered an immutable foundation for economic decision making.

It is standard in economic models to assume that agents are endowed with stable risk pref-

erences that are unchanged by past outcomes and experiences. Yet the recent evidence from

neuroscience shows that the manner in which we respond to a set of risky choices is medi-

ated by how our brains process the outcomes of these choices. Thus the wiring in our brains

influences these choices.1 Importantly, as documented in the literature on brain plasticity,

the wiring of our brains is not fixed and is affected by past experiences. This provides the

rationale for possible “experience effects” through which our past experiences can affect our

current choices.

This paper asks a basic yet surprisingly unexplored question in the area of entrepreneur-

ship and technology adoption: Do past experiences matter and how consequential are the

failures from past business decisions for risk taking by entrepreneurs? In the context of

a randomized controlled trial which deployed a new credit technology to small retail en-

trepreneurs we show that this is indeed the case. A failed use of a new credit line made the

subjects significantly more risk averse. The magnitude being even larger than the ex-ante

differences in risk aversion across gender in the control group.

The credit product, Jaza Duka2, was introduced in Kenya in 2019 as a collaboration

between Mastercard and Unilever, as first of a kind modern and massively accessible retail

credit line. The goal of the credit product was to alleviate financial constraints of small

shop owners by providing working capital to grow their sales. The study was conducted

in the Malindi region on a sample of 1,000 retailers, an overwhelming majority (X%) of

whom did not have any prior access to formal credit. A random sample of 50% of these

retailers received an offer of credit in September 2019, the treatment group. The remaining

retailers never received an offer, the control group. Of the retailers in the treatment group,

approximately 40% accepted the credit line and used it at least once. Unfortunately,?? 69%

1The wiring may depend on age and gender and both play a role an important role in whether an
individual would choose a risky gamble. See for example Paulsen et al (2012) for an fMRI study on the
role of age on risk preferences and Sapienza et. al (2009) for evidence on gender differences in financial risk
aversion.

2“Jaza Duka” means “fill up your store” in Swahili.
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of those that used the credit line, in particular those that used it more intensively and bought

new products with it, ended up having difficulty selling those products and eventually failed

to repay their loans.

Between November and December 2019, we measured risk preferences by asking our

subjects to choose between a certain payoff of 100 Shillings or a series of fictitious 50/50

lotteries that payed 0 when they lose or X when they win. Thus, the higher the X needed to

accept the lottery the more risk averse are the subjects. The design enables us to measure

the causal impact of the introduction of the Jaza Duka credit on the attitudes towards

risk. Compared to the control group, we observe that those that received the offer, have a

significantly lower probability of being willing to accept the risky hypothetical gamble. The

certainty equivalent is of ? in the control and ? in the intent to treat group. The difference

being significant at the 1% level and similar in magnitude to that between genders in the

control group. There we observe women have a CE of ? and men of ?.

Accepting and using the credit line is an endogenous choice. Given the natural assump-

tion that the act of receiving the offer has, in and of itself, no effect over preferences, we

can then see that those that rejected the offer are actually more risk averse than the control

group. This makes sense since more risk averse people are less likely to try a new finan-

cial product. Thus, those that actively participated in the program were initially even less

risk averse ex-ante than those in the control group. This implies, that taking self-selection

into account, the impact on their choices was almost three times larger than that in the

intent-to-treat comparison.

The role of “experience effects” in the economics literature was first proposed by Mal-

mendier and Nagel (2011). Our paper makes three distinct contributions relative to this

literature. First, we study experience effects in the context of a randomized controlled trial

which allows us to clearly establish causality. Unlike the existing literature that relies on

panel data we can rule out the possible endogeneity of risk preferences to the shock which

generates the experience effects in the first place. Crucially we are able to separate out the

causal effect of the treatment from selection effects and show that accounting for selection

matters as it is approximately of the same magnitude (and opposite sign) as the treatment

effect of credit. Nevertheless, the adoption of credit conditional on selection still has a
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substantial causal effect on increasing risk aversion.

Second, we bring to bear the role of past experiences on the important context of en-

trepreneurship and risky decision making by small subsistence level entrepreneurs. Thus,

our findings that adverse first-time experiences with credit can increase risk aversion of

entrepreneurs, provides new evidence about how past failures might stunt efficient en-

trepreneurial risk taking and innovation in the future. Lastly, most of the previous work

has focused mainly on the belief formation process. Basically, the main point made by this

literature is that lived experiences carry a stronger weight than objective data that might

simply be available but which the individual in question did not directly experience or suffer

from. This is particularly well documented in several papers looking at the formation of

expectations on future inflation (or choices such as fixed versus variable rate mortgages that

would depend on individual agent’s beliefs about future inflation). Instead, since we are pre-

senting our retailers with a series of objective gambles, we argue that the effect we document

speaks to actual changes in risk aversion. We can show strong validity for the elicited risk

aversion measures: e.g., subjects in the treatment group who end up not adopting credit are

significantly more risk averse as compared to the control. Related to the literature, we also

find that the effects are stronger for the young compared to the old. This could be because

with fewer experiences the brain reacts more to a new stimulus. This is consistent with the

neuroscience notion that the brain plasticity is decreasing with age

In an important paper Guiso, Sapienza and Zingales (2018) describe a related analysis

based on interesting panel data of Italian investors. Like us, they have a similar question

eliciting choices between a safe and risky option. Importantly, they have the same question

asked in 2007 and 2009, i.e. before and after the financial crises./footnoteSee Sahm (XXX)

for another study using panel data from the Survey of Consumer Finances albeit relying on

a more qualitative question that does not allow to identify if the changes are due to beliefs

about future prospects from preferences. They show that this measure of risk aversion

increases significantly between both waves. They argue that changes in wealth or future

expectations are not consistent with the data and thus changes must be attributed to a

change in preferences or to the salience of negative outcomes. They too cannot rule out that

for some exogenous reason there was change in risk-aversion which in turn helped cause the
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crisis.3 Indeed, the empirical asset pricing literature basically assumes that the causality goes

the other way. They argue “Discount rates vary a lot more than we thought. Most of the

puzzles and anomalies that we face amount to discount rate variation we don’t understand.”

Cochrane (2011). As mentioned before the randomized controlled trial in our study allows

us to clearly establish causality from the negative experience to the change in risk-aversion.

In addition, it allows us to separate out the selection effects (both selection into credit and

selection out of credit) from the causal effect and to examine their implications.

The analysis uncovers several results which are important for the understanding of en-

trepreneurial risk taking. The estimates reveal both causal and selection effects which have

important implications. The selection into credit is substantially larger (over twice the size)

than the selection out of credit. Those that adopt credit have substantially lower ex-ante

risk aversion than the population. However, the impact of the treatment effect of credit

adoption which increases risk aversion is even more pronounced and it overwhelms the effect

of selection into credit. Thus the more risk loving entrepreneurs in the population are the

ones that adopt the credit line and are exposed to potential failures. But post the experience

of a failure it is precisely these entrepreneurs that end up becoming overly risk averse.

The analysis also uncovers interesting gender and demographic effects. Consistent with

the previous literature we find that females and older subjects are more risk averse. Males

are more likely to adopt credit and upon adoption modify their preferences more compared

to females. The analysis of heterogeneous treatment effects reveals several demographic

moderators of the treatment effect of credit. Female entrepreneurs show a treatment effect

on risk aversion that is about half the size observed for males. Retailers with smaller stores

(and run by males) experience a relatively larger treatment effect when compared to larger

stores and this effect is even more pronounced for younger retailers. Thus, the effects of

adverse experiences on risk aversion are especially salient for young male entrepreneurs who

run smaller businesses. We also isolate the impact on risk aversion after credit adoption

from potential wealth effects of the credit and show that the influence of wealth changes is

negligible. We identify an interesting channel of new SKU adoption that explains the impact

3See Asriyan, Fuchs and Green (2019) for a rational model that could provide such type of rationalization
based on beliefs rather than preferences.
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of negative experience due to credit adoption. Among the credit adopters, those who were

even less risk averse used their credit line to more aggressively adopt new SKUs. New SKU

adoption is associated with even higher defaults generating more negative experiences and

resulting in increased risk aversion. We also present counterfactual scenarios in which we

recalculate credit adoption given the effect of negative experiences on risk aversion. The

counterfactual adoption is significantly lower at 29% as compared to the model’s adoption

prediction of 42% underscoring the idea that experiences of past failures have the potential

significantly stunt future entrepreneurial risk taking.

2 Institutional Details and Market Setting

The study involves manipulating the availability of Jaza Duka, a credit program that is a

collaborative effort between Mastercard, Unilever, and the Kenya Central Bank. Jaza Duka

was introduced in early 2017 to address the financial constraints micro-retailers face by

providing them with a credit line to access working capital. The core idea behind Jaza Duka

is to offer liquidity to small retailers to mitigate stock shortages, enable them to purchase

larger pack sizes instead of smaller sachets, and facilitate the opportunity to experiment

with new products. Jaza Duka enables retailers to take on additional risks by buying more

inventory or trying new products to grow their businesses.

Jaza Duka had a significant impact because the Kenyan retail sector constitutes a large

portion of the nation’s economy. The retail sector amounts to $28 billion or over a third

of the GDP, and the wholesale and retail trade sectors combined account for about 29% of

urban jobs in Kenya. Women play a prominent role, comprising around 60% of those engaged

in wholesale and retail trade. Micro-retailers, who are the subject of our study, constitute a

substantial portion of the retail sector in Kenya, representing about 70% of the total, and

they are a dominant form of small entrepreneurship in the country. These micro-retailers are

crucial in providing essential goods and services to local communities, particularly in rural

and underserved areas. There are approximately 250,000 micro-retailers, supporting around

1.5 million individuals through employment and related support services.4

4Source AT Kearney 2017 Global Retail Development Index; Kenya Vision 2030
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The deployment of Jaza Duka was an unprecedented effort due to its sheer scale, reaching

over 40,000 retailers throughout Kenya. Of these, approximately 13,000 retailers successfully

opened a credit line through the program. A significant aspect of Jaza Duka was that the

credit qualification process for retailers was solely based on their purchasing history with

Unilever. Retailers were required to have a tenure of at least 12 months with Unilever and to

demonstrate a sustainable stream of wholesale purchases. Unlike traditional credit programs,

Jaza Duka did not require the retailer to have a prior credit history, bring collateral, or be

part of a lending group. These features made Jaza Duka a genuinely accessible credit product

and the first experience with formal credit for many small retail entrepreneurs who would

otherwise not have the credit qualifications required by conventional loans.

One notable advantage of Jaza Duka, compared to other existing financing options like

group loans, is that no co-signing or group formation was required. This feature aimed

to promote financial inclusion by enabling individuals from ethnic minorities and women

to access individual loans in cases where forming a lending group may be impractical or

challenging. However, the credit provided through Jaza Duka could only be utilized to

purchase Unilever products. This arrangement had the aim of creating a mutually beneficial

situation where Mastercard could use the Unilever purchase history as a substitute for credit

scoring. At the same time, Unilever could potentially benefit from increased sales if retailers

utilized the credit facility.

Jaza Duka functions akin to a modern credit card. Participating stores are provided

with a 17-day grace period for credit repayment, during which no interest is charged on

the outstanding balance. This interest-free option was especially appealing to the country’s

Muslim population, many of whom do not approve of credit interest. Within each repayment

cycle, stores are required to pay at least 50% of their balance to avoid their credit line being

restricted. If a store fails to meet this payment requirement, their card swiping ability is

restricted, and they may eventually be cut off from transacting in the cash channel with

Unilever. Given that Unilever constitutes a significant portion (15-20%) of the revenue for

merchants, the threat of being cut off can pose a non-trivial business cost.

All credit operations are conducted through mobile money, specifically the widely used

platform called M-Pesa. Retailers are responsible for keeping track of their credit balance
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and ensuring they make sufficient payments to avoid restrictions. Due to possible income

shocks and the perceived complexity of the credit product for the retailers (many of whom

were first-time users of formal credit), many retailers in our sample, specifically more than

60%, experienced restrictions on their credit line at some point.

To understand the financial sophistication in the market, we conducted measurements.

We found that many retailers do not maintain written books for their businesses, indicating

a lack of formal accounting practices. Additionally, a considerable percentage of retailers

do not have a clear understanding of what an interest rate is. This low level of financial

sophistication, coupled with the complexity of the Jaza Duka program’s rules, leads us to

categorize the adoption of this credit product as a risky business strategy.

Moreover, among less sophisticated and inexperienced entrepreneurs with limited expo-

sure to formal credit technologies, risk preferences are still being formed. This situation

provides us with a unique opportunity to study the initial formation of risk preferences in

response to the adoption and experience with a novel financial instrument. This advantage of

studying the early development of risk preferences in response to a new financial instrument

is particularly pronounced in developing markets like Kenya. In more developed markets

where the use of modern financial instruments is already more established and ingrained, in-

dividuals may have already formed their risk preferences either based on prior experience or

from information from peers or the news media. However, in a market like Kenya, with a low

penetration of business credit and limited familiarity with financial instruments, studying the

formation of risk preferences based on initial experiences is valuable. It allows us to capture

the dynamics and influences that shape risk preferences in a relatively uncharted financial

landscape, providing insights that may be less readily available in more developed markets.

Furthermore, by randomizing the adoption of this financial instrument, we can establish

causal relationships and draw robust conclusions about its impact on risk preferences.

3 Experimental Design

To investigate the impact of adopting a risky business strategy on subsequent risk aversion,

we conducted a randomized experiment involving access to the Jaza Duka retail credit line.
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This experiment’s subject pool consisted of retailers eligible for the Jaza Duka program

and affiliated with a single distributor called Banjara. This distributor operates in Kenya’s

coastal region, specifically in Malindi, which was the market chosen for the experiment.

Banjara was chosen as the distributor following discussions with Unilever and Mastercard,

with an emphasis on ensuring equitable access to credit. We were particularly cautious not

to exclude any retailers from access to credit that they might have otherwise secured without

our experimental intervention.

Mastercard implemented the Jaza Duka program in a phased manner because of the

technological and logistical costs of introducing the product in a new market. Jaza Duka

was initially launched in major markets like Nairobi and Mombasa, and the expansion to

Malindi was scheduled for the latter half of 2020. For our experimental design, Mastercard

agreed to hasten the introduction of Jaza Duka in Malindi, advancing its start to the latter

half of 2019.

Our study population consists of all Banjara retailers that met the individual credit

criteria. The study consisted of XXX retailers who were randomly assigned to either the

control or treatment groups.The randomization process was stratified by the size of the

stores, which was determined by their pre-experimental volume of purchases from Unilever.

The control group consisted of stores that were not provided the credit offer in September

2019. However, they were assured that they would receive credit in the future, with the

plan to open credit for them simultaneously with the originally planned roll-out date for

Malindi (approximately one year later). Conversely, all retailers in the treatment group were

granted access to credit following an accelerated schedule of September 2019. By strategically

manipulating the market-level roll-out date, we could create a group that received credit and

a control group that did not, without any credit being withheld. This design allowed us to

compare the effects of immediate credit access (treatment group) with no access to credit

access (control group) on the retailers’ risk preferences.

The timing of data collection for this study, completed before the unforeseen COVID-

19 pandemic, circumvented the confounding factors introduced by the crisis. After the

study concluded, the pandemic led to an unforeseen extension of the control period for the

group originally slated to receive credit later at the originally planned roll-out date in 2020.
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Mastercard, responded to the crisis by placing a hold on the expansion of the Jaza Duka

program. Thus, in the absence of our experiment, none of the retailers in Malindi would

have received Jaza Duka until several years later. But, due to our experiment the retailers

in the treatment group were able to get the credit offer before the onset of the crisis.

Before proceeding with the data analysis, it is helpful to frame our experimental design

using the potential outcomes framework as outlined by Angrist, Imbens, and Rubin (1996).

For each subject i, the dependent variables, which in our case indicate risk aversion measures,

are labeled as Yi. Whether or not the subject is offered credit is denoted by Zi, and we use

the dummy variable Di to reflect whether individual i has adopted credit before the risk

preferences were measured.5

To further specify the framework, define the function Yi(Z,D), which determines the

outcome for an individual who is in treatment arm Zi and who makes a credit adoption

decision Di. Additionally, we have the function Di(Z), which represents the credit adoption

decision of i based on the treatment arm they are assigned to. Following the convention, at

this stage, we allow dependence of both functions on the entire vectors, Z and D.

We assume that the offer of credit, when not executed, does not change the risk pref-

erences of the store owners. The decision to adopt credit was optional, and there were no

negative consequences for not adopting it other than not having the additional liquidity

that the credit would have enabled. The salespeople were instructed not to aggressively

promote credit sales as it could divert attention from selling actual products. As a result,

the adoption rate of credit, defined as buying at least one product on credit, was relatively

modest, amounting to 26% before risk aversion was measured, and eventually peaking at

38%. Therefore, the store owners were not influenced to avoid opting out of credit adop-

tion.In addition, the implementation of our control was strict; that is, none of the retailers in

the control arm could adopt credit. Given these aspects of the design, the conditions of Un-

confoundedness, Monotonicity, and Ignorability of Noncompliance, as described by Angrist,

5Given that our sample includes panel data on credit adoption, we are able to identify individuals who
adopted credit after their risk aversion levels were assessed. Obviously, such a decision could not impact the
measured risk preferences; thus, our analysis of causal impact of credit adoption on preferences does not use
adoption after the risk preferences were measured. Nonetheless, we use overall adoption rates when relevant,
for example, when assessing the overall default rates, or when describing adoption rates across segments.
Additionally, although this particular segment of the population might offer intriguing perspectives, it is too
limited in size to conduct a statistical analysis with sufficient power.
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Imbens, and Rubin (1996), are satisfied in our study.

Our setting also conforms to the Stable Unit Treatment Value Assumption (SUTVA),

which requires no peer effects or spillover effects among the stores. Specifically, the offer

of credit to one store and the decision to adopt it should not impact other stores. In our

setting, there are several reasons why SUTVA is plausible. The Malindi market we chose for

our study is predominantly rural, with many stores being the only ones in their respective

villages. These villages are also not generally well-connected by formal roads. While there

may still be a possibility of store owners exchanging their experiences, the brief interval

between the treatment initiation and its measurement would necessitate an incredibly swift

spread of information to infringe upon SUTVA materially.

Under the assumptions of SUTVA and Unconfoundedness, we can denote potential risk

attitudes as Yi(Di) depending on the credit adoption decision. Specifically, we refer to Yi(0)

as the ex-ante or baseline risk aversion and Yi(1) as the ex-post risk aversion. The ex-ante

risk aversion represents the risk aversion that would prevail in our experimental population

without introducing the credit product. Notably, the risk aversion of the control group

can be seen as equivalent to ex-ante risk aversion due to the strict control features of our

experimental design.

In the next section, we discuss the descriptive statistics of the data, including the variation

in ex-ante risk aversion among the participants.

4 Data

The research uses data collected as part of a large RCT program in Malindi that evaluated

Jaza Duka credit product and accompanying business training offered by Mastercard The

entire data was collected using three surveys: a baseline survey conducted in person between

March and April 2019, a post-treatment survey conducted in person between November and

December 2019, and finally a follow up telephone survey conducted in December 2020. The

baseline survey contained questions about demographic, store assortment, competition, and

business practices. The post-treatment survey was completed before the onset of COVID

and was the same as baseline with added questions about risk aversion, time value of money,
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and psycho-metrics. The follow-up end-line telephone survey was conducted after COVID

and was focused on the responses to the pandemic. We also obtained individual level whole-

sale ledgers from Unilever at the transaction level. The relevant data for this study are:

cross-sectional measures of risk aversion (post-treatment survey), demographics (all three

surveys), store profits and revenue (post-treatment survey), business decision making, such

as loan taking behavior (all three surveys and whole-sale ledgers), patterns of leveraged

purchases (wholesale ledgers).

Table 4.2 contains summary statistics of our sample across both control and treatment

arms. The sample is 65% males, as measured in a post-experiment survey. Age was measured

in a follow up telephone survey and averaged to 39 years old. The next panel of the table

shows education levels. The majority, or 76%, of respondents posses 6-12 grade education

level and 10% of the sample holds a college degree. The shop owners population is more

educated than the average Kenyan, for instance, Statista6 reported that only 3.5% of Kenyan

residents have college degrees.

The third panel of Table 4.2 contains distribution of store size according to the volume

of Unilever wholesale ledger. The ledger was assessed using a proprietary score by Unilever

which was reported to us prior to the experiment. The score is used by the Unilever sales

force to optimize their effort. According to this measure 59% of the stores are categorized

as small, while 12% are large. We also measured self-reported pre-treatment revenue and

find that an average store generates 11,665 Kenyan Shillings per day which amounts to circa

$100. The median store revenue is approximately 7,000 Shillings.

The Table confirms that 50% of subjects were offered credit. Of those, 38% signed up

and successfully made at least one purchase on credit. Males had a 41% credit adoption

rate, while the female adoption rate was 34%. These numbers are useful in our analysis to

assess overall default rate. A more useful measure is the credit adoption rate before risk

preferences were elicited in the post-treatment survey. This number amounts to 26%, 29%

and 20% for the entire population, males and females, respectively.

The online Appendix A contains randomization checks using observable characteristics.

We find that out of 15 coefficients, only age is significant at 10% level. However, the economic

6
https://www.statista.com/statistics/1237796/distribution-of-population-in-kenya-by-highest-level-of-education-

completed/
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significance of this difference is minimal. In particular, the treatment group has an average

age of 28.9 years, compared to 27.2 years in the control group. The difference does not

survive a t-test (p-value of 0.26). The initial finding of age being significant at the 10% level

in a joint regression is likely attributed to the issue of multiple comparisons. Additionally,

an F-test, which considers all the variables in the regression together, delivers a p-value of

0.65, which confirms that the two groups are well-balanced.

4.1 Risk-Taking and Default Behavior

In this section we provide descriptive and model-free evidence of risk taking and credit default

behavior. This would set the stage for understanding how prior adverse experiences of credit

usage can influence individual risk preferences, According to Table 4.2, a substantial 69%

of those who took out a loan had their credit cards restricted at some point. Additionally,

12% eventually experienced hard default, defined as a 180-day delinquency leading to the

permanent closure of the account. Such a high default rate may indicate that Jaza Duka

was, ex-post, not a beneficial experience for most participants in our focal market. In part

this could be because of the lack of information about loan terms. For instance, according to

our post-treatment survey, 30% of credit users report that they are unaware of the interest

rate they need to pay, and 18% were unaware of the length of the repayment period. When

asked about their experience with Jaza Duka 25% report it is “fair” or “bad.”

Apart from default rates, we have a measure of risky behavior facilitated by credit.

Interviews with Banjara, the local Unilever distributor serving all the stores in our sample,

revealed that an important intended function of credit was to allow the stores to try products

they otherwise would not have been able to try due to liquidity constraints. Consequently,

substantial sales force effort was dedicated to promoting new products to stores that adopted

the credit card. Notably, the salesperson knew the remaining credit card balance of a retailer

while deciding whether to push new products.

An initial observation from the data reveals that, for those who adopt credit, a typical

credit purchase aligns closely in size with a non-credit purchase. Nonetheless, the initial

credit transaction stands out, being 33% larger than an average purchase (p-value = 0.036).

While this fact alone should not immediately provoke concern, given that Jaza Duka is
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primarily designed to facilitate the expansion of store inventory, a potentially more troubling

trend emerges when considering users who eventually face hard credit restrictions. These

individuals tend to purchase nearly 50% more in their first credit transaction, indicating

that an early over-reliance on credit might be a precursor to a future default.

Furthermore, 56% of those adopting credit introduced new Stock Keeping Units (SKUs)

with their first swipe—items that were previously not part of their inventory. To put this

into context, in 2019, a mere 20% of regular purchase events conducted by credit adopters

involved the purchase of new SKUs. Again, this development need not immediately raise

concerns. After all, these retailers might have wanted to purchase these new SKUs but

were formerly precluded due to liquidity constraints. And the stated aim of the Jaza Duka

credit program was to enhance the variety and volume of a store’s inventory. However, a

cause for concern, aside from a large overall default rate, is the disparity in default rates

between stores that incorporated new SKUs and those that did not. Specifically, among the

credit adopters who defaulted, over 60% introduced a new SKU with their first swipe. In

contrast, only 45% of non-defaulters introduced a new SKU (p-value of the difference being

0.107). Additionally, nearly 80% of hard defaulters purchased new SKUs on credit, which

is 30 percentage points higher than for non-hard defaulters (p-value of the difference being

0.065). This difference indicates that incorporating new SKUs might represent an additional

layer of risk-taking that credit adopters may engage in. More critically, the data suggest that

this risk generated adverse financial outcomes, culminating in card restriction and possible

hard default.

It is noteworthy that more males than females chose to experiment with new SKUs. This

gender difference may contribute to the gender gap in default rates, although the evidence

is only correlational. For instance, variation in risk aversion may drive both the adoption

of new SKUs and default rates. We conduct an analysis accounting for this endogeneity in

Section 6.2.

4.2 Risk aversion

Out main outcome variable is a elicited measure of risk aversion using the standard low-

value gambles methodology of Holt and Laury (2002). In particular, during an in-person
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Average Count
Standard
deviation

Total
sample

Male 0.65 397 607
Age 38.90 9.17 439
No education, can not read 0.01 9 607
No education, can read 0.04 22 607
Class 1-5 0.08 49 607
Class 6-12 0.76 463 607
Vocational Training 0 2 607
College 0.10 62 607
Small Unilever Segment 0.59 357 607
Medium Unilever Segment 0.29 176 607
Large Unilever Segment 0.12 74 607
Offered credit 0.50 304 607
Pre-treatment revenue 11,666 15,081 500

Used credit, if offered 0.38 117 304
Used credit, Male 0.41 81 198
Used credit, Female 0.34 36 106
Used credit before the survey, if offered 0.26 79 304
Used credit before the survey, Male 0.29 58 198
Used credit before the survey, Female 0.20 21 106
Eventually restricted, if used credit 0.69 81 117
Eventually restricted, Male 0.74 60 81
Eventually restricted, Female 0.58 21 36
Hard default, if used credit 0.12 11 117
Hard default, Male 0.14 9 81
Hard default, Female 0.11 5 36
New SKU on first credit purchase, if used credit 0.56 65 117
New SKU on first credit purchase, Male 0.58 47 81
New SKU on first credit purchase, Female 0.50 18 36

Table 1: Descriptive statistics

survey, the subjects received a series of hypothetical gambles. Each subject is presented

choices between two options: a sure payoff of 100 Kenyan Shillings (approximately $1), and

a gamble paying π Kenyan Shillings with probability of 50% or 0, otherwise.7 We decided to

opt-in for simple 50/50 gambles instead of a collection of gambles with varying probabilities,

because we suspected that the concept of probability may be difficult to understand.

The first gamble in the sequence set π to 100 Shillings. A rational decision maker should

7The exact wording was: “which one of the following two options will you choose to receive: 100 vs π -
50% of the time.” The enumerators were instructed to answer any questions about the choice options.
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always reject this gamble. Therefore this choice serves as detection of subject comprehension

or possible mis-coding by an enumerator. We find that 7.41% of subjects fail the comprehen-

sion test. Subjects that pass and fail a comprehension sample are not statistically different

regarding credit adoption rates, SKU adoption, or default. In the subsequent analysis, we

work with the full sample, if possible. We drop subjects that fail the comprehension test if

the analysis is infeasible without assuming some degree of rationality. In other words, some

of our analysis that assumes rationality cannot be redone incorporating irrational subjects

who fail the comprehension test. The analysis that can be redone, such as regressions using

percentage of risk-averse subjects as dependent variable, was successfully replicated when

including irrational subjects. Note that some of the descriptive statistics numbers in the

subsequent sections may differ slightly from the numbers reported in Table , if the analysis

was done using only the rational sample.

Another important aspect of assessing decision-making coherence is the consistency of

preferences across different gambles. If an individual’s preferences are stable and consistent,

they should consistently accept all gambles that are Pareto superior to a specific gamble

they have accepted, and similarly, they should consistently reject all gambles that are Pareto

inferior to a gamble they have rejected. Our findings reveal that a mere 5% of participants

exhibit inconsistency in their choices. This proportion is balanced across both the treatment

and control groups, as well as between those who adopted credit and those who did not

(with p-values of 0.99 and 0.30, respectively). This distribution of inconsistencies hints

at a ”trembling-hand” explanation, which attributes the occasional inconsistent choices to

small, random errors rather than systematic errors in judgment or understanding. Despite

the existence of these inconsistencies, we decided to retain these individuals in our sample.

To account for their inconsistencies in a systematic manner, we will employ the ”envelope

approach,” which we will elaborate on in the following section. Taking into account the

possibility of coding errors, as well as the hypothetical nature of the gambles, we regard

the small proportion of inconsistencies as an indicator that participants were indeed paying

attention and engaging with the questionnaire.

A particularly useful measure of risk preferences is the rejection rate of an actuarially

fair gamble: 200 with 50% probability and otherwise 0. Individuals rejecting this gamble are
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risk-averse. Otherwise they are either risk neutral of risk loving. In the next sections we will

introduce other more complicated measures that aggregate information from many gambles

at the individual level; however, in this section we will use fraction of risk-averse individuals

to describe the variation in risk aversion in our population.

An advantage of our measure of risk aversion is that the probabilities pertaining to risky

choices are objective and easy to understand for the participants. The questionnaire explic-

itly outlines the likelihood of winning and losing, as well as the stakes involved. This stands

in contrast to risky choices involving business decisions, which often entail some ambiguity

regarding the stakes and the odds. A common caveat when utilizing more ambiguous risky

choices to assess changes in risk aversion is that the treatment may influence beliefs about

these economic primitives in addition to altering preferences for them. Conflating beliefs

and preferences may limit transferability of the effect across domains, if the beliefs about

stakes and odds are domain specific. For example, those that suffered through a large market

crash might be less willing to invest in the stock market, but how would they change their

attitudes towards a new medical treatment? Employing transparent and objective gambles

in both treatment and control conditions can help to alleviate this concern. Since we can

attribute the change to risk attitudes rather than beliefs.

As mentioned earlier, the gambles are hypothetical and low-stakes. This design prompts

a valid question regarding whether the recovered risk preferences can predict actual risky

business decisions, such as adopting loans or new products. The literature speaks to the

translation of risk preferences from such gambles to both hypothetical and actual higher-

stakes situations. For instance, Holt and Laury (2002) note that “behavior is slightly more

erratic under the high-hypothetical treatments,” while also observing that “...behavior is

largely unaffected when hypothetical payoffs are scaled up...” It has further been emphasized

that agents may exhibit slightly increased risk aversion when the gambles are scaled up.

If this holds true in our case, our estimates of changes in risk aversion may be on the

conservative side.

To further validate our measures of risk aversion, we correlate them with individual

covariates, reported willingness to take risky business actions, and actual risky business

decisions. An immediate measure pertaining to a real-world risky action involves comparing
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the control group to individuals in the treatment group who reject the credit offer. Both of

these groups do not have credit and should exhibit the same measure of risk aversion if the

mere fact of receiving a credit offer does not alter preferences, and there was no selection into

accepting credit. Notably, we observe that 85% of individuals in the control group reject the

fair gamble, compared to 92% among those without credit in the treatment groups (p-value

for the difference is 0.019). This leads us to two conclusions: (i) there is significant selection

on risk preferences when adopting credit, and (ii) our measure of risk aversion using the

gambles successfully captures this cross-sectional difference in risk aversion.

Furthermore, we proceed to correlate our measure of risk aversion with the pertinent

responses obtained from the survey. Given our hypothesis that risk aversion measures in the

treatment group might shift, a similar transformation might also affect the survey responses,

leading to simultaneity. To address this issue, we confine our focus to the control group,

which corresponds to ex-ante risk aversion, as defined in the previous section.

To explore the drivers of our ex-ante risk aversion measure, we utilize a pre-treatment

survey that was conducted over eight months before we elicited risk preferences. This sig-

nificant time gap allows us to assess the validity and time consistency of our measure of risk

aversion.

Initially, we reproduce the finding that risk-averse entrepreneurs tend to have a lower

demand for credit, focusing this time on loans other than Jaza Duka. In column (1) of Table

2, the data indicates that subjects with higher risk aversion reported fewer loan uptakes

in the past 12 months compared to their risk-loving counterparts. We then broaden our

analysis to include various measures of business and financial practices. We observe that

risk-averse entrepreneurs tend to save more money, although they are significantly less likely

to use banks for their savings. This pattern supports the idea that banks are perceived as

riskier compared to storing cash at home and may speak to a general mistrust or a lack

of exposure to the formal financial sector. Additionally, the data shows that risk-averse

individuals are less likely to have a written business plan. Our results also suggest that

risk-averse individuals might be less likely to use mobile money for loan repayments and to

offer customer credit. However, both these coefficients did not reach statistical significance,

which could be potentially attributed to the limited sample size.
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(1) (2)
ra3 ra3

Have you taken a loan in the last 12 months -0.101∗ -0.0805
(0.0574) (0.0618)

Do you have cash savings? 0.140∗∗

(0.0689)

Save at the bank -0.124∗∗

(0.0505)

Do you have a written
business plan?

-0.0863∗

(0.0487)

Do you keep financial records? 0.0249
(0.0502)

Would you consider mobile money for loan payments -0.0512
(0.0467)

Customer credit -0.0318
(0.0465)

Daily revenue 0.00000190
(0.00000151)

Credit arm 277 277

Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 2: Correlation between business practices from pre-treatment survey and rejection of an actuarially
fair gamble (risk aversion).

Next, we explore the correlation of our measure of risk aversion and proxies of wealth. To

this extent, we find no correlation with daily revenue. We also tried daily profits and found

similar results. We also explore demographic variables, such as store size, gender, religion,

and education. The results are contained in the Online Appendix A. We find some evidence

that large stores, older owners. and Muslims are more risk-averse.

We also collected psychometric measures of big5 personality traits as in Rammstedt and

John (2007). We find that scores related to Agreeableness (reverse of “tends to find fault with

others”), Conscientiousness (reverse of “tends to be lazy”), Neuroticism (reverse of “is relaxed

and handles stress well”) are correlated with risk aversion. In particular, shop keepers that
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are more agreeable, less conscientious and less neurotic are more risk-averse. The literature,

(for example, Nigel Nicholson and Willman (2005)), typically finds similar correlation with

agreeableness, and opposite correlation with conscientiousness and neuroticism.

Following Nigel Nicholson and Willman (2005), it is essential to recognize that the rel-

evance of personality traits may vary significantly based on the context in which they are

applied – in our case, we study a sample of small entrepreneurs in sub-Saharan Africa. For

instance, within our study’s framework, conscientiousness equates with non-laziness. In the

entrepreneurial arena, the attribute of non-laziness could suggest a propensity to initiate

activities, such as taking a gamble, adopting credit, or introducing new products, actions

that could be perceived as indicators of a risk-loving attitude. This interpretation chal-

lenges the conventional perception of conscientiousness, which is typically associated with

a quest for control and predictability. Similarly, the trait of neuroticism, when placed in

the entrepreneurial context, may reflect a tendency to act impulsively, possibly prompting

risk-seeking behavior. This perspective stands in contrast to the traditional view of neuroti-

cism as a trait involving emotional sensitivity and a propensity to avoid risk due to potential

adverse outcomes.

5 Results

Our analysis is conducted in three distinct steps. Firstly, we examine the impact of the

credit offer on risk aversion. These are intent-to-treat (ITT) effects since some owners did

not accept the credit offer. We explore the heterogeneity of the ITT effects based on various

covariates such as age, business size, and big5 personality metrics. Additionally, we provide

both model-free and structural estimates of the ITT effects.

Moving to the second step, we aim to estimate the effect of average treatment of the

treated (ATT). To do so, we assume that the mere offer of credit has no impact on risk

aversion if the credit line was not utilized. Additionally, we propose a mechanism that

influences risk aversion by analyzing credit default data and SKU-level purchase data. By

utilizing reduced form and structural partial compliance frameworks, we demonstrate that

the ATT effect is more substantial for individuals who purchased new SKUs during their
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initial credit purchase and for those who eventually defaulted on the credit loan.

In the third step, we study the role of wealth as a potential driver of our results. We use

observed proxies for wealth and highlight that changes in wealth are not the primary driving

force behind our findings.

5.1 Causal Effect of the Credit Offer

Since the credit offer Zi was randomized, we can estimate its causal effect by comparing

averages across treatment and control arms. Our control group is strict because it had no

credit available. Strict control is convenient because all adoption of credit before the survey

was conducted (that is, 20% of the treatment group) can be attributed to the experimen-

tal manipulation. To obtain the impact of the manipulation on risk aversion we start by

analysing the raw data pertaining to gamble choices. Figure 1 illustrates the rejection rates

for each gamble, accompanied by 95% confidence intervals (CI). As mentioned earlier, 92.6%

of participants reject the Pareto dominated gamble, which we interpret as rationality (or

coding error) test. Notably, the pass rate for this test does not exhibit significant difference

between the treatment and control groups. Moving to the second gamble, it is also rejected a
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Figure 1: Gamble rejection rate. Average of the raw data of responding to gamble questions. Treatment is
the offer of credit. Brackets are 95% CIs for each bar.

large, 91.9%, likelihood in both arms. Acceptance of this gamble would imply a considerable

level of risk-loving behavior. However, since very few individuals accept this gamble, it is
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subject to ceiling effects. In literal terms, the treatment does not impact the percentage of

highly risk-loving individuals.

The third gamble in our study was designed to be actuarially fair, to use it as a metric for

gauging the proportion of risk-averse individuals. Our analysis revealed a notable difference

in the rates at which the gamble was declined by the two groups under scrutiny: the control

group exhibited an 85.5% rejection rate, whereas the treatment group showed a 92.1% rate,

resulting in a statistically significant 6.6% increase among those offered credit (p-value of

0.01). This shift suggests that access to credit alters risk preferences, converting 6.6% of

individuals from risk-loving or -neutral to risk-averse preferences. The remaining two gambles

in Figure 1 do not reveal statistically significant differences in rejection rate at the 5%

significance level in the overall population, possibly due to ceiling effects. However, the last

gamble demonstrates significant difference at the 10% level, with a p-value of 8.4%.

Moving to regression analysis, we estimate models using pooled data from all the gambles

instead of looking at each gamble individually, which allows us to obtain more statistical

power. However, using pooled data requires rationality and consistency across multiple

gambling choices. To ensure sample consistency across our models, we have excluded 7.4%

of participants who did not pass the rationality test in the subsequent analysis. If we do

encounter any relevant differences when conducting regressions using this modified (rational)

sample, we will discuss them and the comparison to the entire sample.

Column (1) of Table 1 presents the regression outcomes where the dependent variable is

the rejection rate of the fair gamble, revealing a treatment effect of 7.85% with a p-value

below 1%. This result is a replication in the rational sample of the earlier finding illustrated in

Figure 1 – i.e., 6.6% treatment effect in the entire sample. When utilizing the rational sample,

the effect is slightly larger. However, it does not significantly diverge in qualitative terms

from the effect observed in the entire sample. As mentioned earlier, approximately 5% of total

participants, and less than 3% of participants in the rational sample, exhibit inconsistency in

their choices, either accepting dominated gambles or rejecting dominant gamble, as compared

to their previous choices.Such behavior also deviates from the rationality assumptions. We

considered various approaches to address this empirical challenge, all of them involving

carefully curating data. The most drastic approach involves excluding users who exhibit
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(1) (2) (3) (4) (5) (6)
Risk

aversion
Risk

premium
Risk

aversion
Risk

aversion
Risk

premium
Risk

premium
Credit 0.0785∗∗∗ 11.51∗∗

(0.0215) (4.799)

Not adopted credit 0.0848∗∗∗ 14.53∗∗∗

(0.0234) (5.210)

Adopted credit 0.0611∗ 0.296∗∗∗ 3.157 43.35∗∗

(0.0332) (0.0865) (7.408) (18.78)
IV/ATT no no no yes no yes
N 582 582 582 582 582 582

Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 3: Dependent variable choosing a safe amount is “Which of the following two options do you choose
to receive, 100 vs 200 - 50% of the time?.” Credit variable is a dummy for the offer of credit (ITT).

irrational behavior, while a more nuanced alternative entails removing specific gambles that

elicit inconsistent responses. Below we describe our preferred way to prune the data using

induction from above.

In our scenario where all gambles have two equally probable outcomes, namely a pay-

out of zero or a payout of π, each gamble can be defined by its payout value, denoted as

πt. Assuming rationality, the decision of each agent to accept or reject a gamble can be

characterized by a rejection threshold, denoted as π̄. Specifically, agents reject the gamble

if and only if πt > π̄. For simplicity, we assume that users accept the gamble if they are

indifferent. This assumption is not consequential for the following discussion, but it provides

an elegant identification of a right-continuous empirical CDF of π̄. The rejection threshold

also determines risk premium that characterizes the subjects’ risk preferences. In particular,

risk premium is as the excess expected value of the gamble for which the user is indifferent

between accepting or rejecting. In other words, it is a amount of money user is willing to

lose in expectation in order to avoid the risk of the gamble. Formally, RP = 0.5π̄ − 100.

Denote each gamble by t. We solicit responses to 6 gambles with different values of πt.

Thus, our data partially identifies the threshold π̄. For instance, if the consumer rejects

gamble π = 500, their rejection threshold is strictly greater than 500, but the data does not
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identify the upper bound on the threshold. Similarly, if the user accepts the gamble π = 500

and rejects gamble π = 300, we know that π̄ ∈ (300, 500]. By induction, we can partially

identify the CDF of π̄.

The above example applies induction from above by ordering the gambles in descending

order and scanning until the first rejected gamble. All subsequent decisions are disregarded,

assuming that rational agents would reject all gambles of lesser value. Alternatively, the

gambles can be arranged in ascending order and data can be retained until the first ac-

ceptance occurs. These two approaches yield essentially identical empirical conclusions. In

what follows we use the induction from above because it provides a more elegant exposition

delivering a right-continuous CDF.

Chi-square test p-val: 0.021

0
.2

.4
.6

.8
1

C
um

ul
at

iv
e 

fre
qu

en
cy

<=100
<=-50

(100,150]
(-50,-25]

(150,200]
(-25,0]

(200,300]
(100,50]

(300,500]
(50,150]

>500
>150

Rejection threshold (above), Risk premium (below)

Control Treatment

Figure 2: CDF of the gamble rejection threshold. We performed standard chi-square test for correlation of
threshold and treatment arm.

Figure 2 depicts the empirical CDF of the threshold in the control and treatment group

obtained using the empirical distribution of π̄. Each point on the X-axis represents possi-

ble rejection thresholds, and corresponding risk premiums, that are implied by the gamble

choices. The empirical mass of the rejection thresholds in the treatment group is shifted

towards higher thresholds, which indicates larger risk aversion. This is with the exception
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of the the first two bars, which indicate an insignificant shift towards lower thresholds in the

treatment group. We also performed a χ2 test for the correlation between thresholds and

manipulation arm. We obtained a p-value of 0.021, which indicates that the offer of credit

affects the CDF of rejection thresholds; thus, altering the risk preferences.

Column (2) in Table 3 contains regressions of the lower bound of risk premium on the

credit offer dummy. The lower bound is used because it provides conservative estimates of

the impact of the credit offer on the risk premium. We find that on average risk premium

increases by 11.5 Shillings, which is 11.5% of the value of the certain payoff.

5.2 Selection into and Causal Effect of Credit

In this section, we estimate causal impact of adopting credit for adopters on their risk

aversion. In order to satisfy the exclusion restriction for instrumental variables, we make

the assumption that simply receiving the credit offer does not impact risk aversion for non-

adopters. Formally, Yi(1, 0) − Yi(0, 0) = 0. Following the convention, we define Yi(Di) =

Yi(Zi, Di).

We define the causal effect as in the AIR framework

Yi(1, Di(1))− Yi(0, Di(0)) = Yi(1)− Yi(0).

Subjects could not obtain credit without the credit offer, i.e., Di(0) = 0. For this reason, all

individuals that adopted credit (treated subjects) are compliers, and there are no defiers, so

the average treatment effect (LATE) and average treatment effect on the treated (ATT) are

the same. Henceforth, we use ATT as our measure of causal effects, i.e.,

ATT = E[Yi(1)− Yi(0)|Di(1) = 1].

We refer to the measured risk aversion of the individual before they take the credit offer
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Yi(0) as ex-ante risk aversion.

E[Yi(1)|Di(1) = 1]− E[Yi(0)|Di(1) = 0]︸ ︷︷ ︸
observed difference between adopters and non-adopters

=

E[Yi(1)− Yi(0)|Di(1) = 1]︸ ︷︷ ︸
ATT

+E[Yi(0)|Di(1) = 1]− E[Yi(0)|Di(1) = 0]︸ ︷︷ ︸
ex-ante difference between adopters and non-adopters

=

E[Yi(1)− Yi(0)|Di(1) = 1]︸ ︷︷ ︸
ATT

+E[Yi(0)|Di(1) = 1]− E[Yi(0)]︸ ︷︷ ︸
selection into credit

− (E[Yi(0)|Di(1) = 0]− E[Yi(0)])︸ ︷︷ ︸
selection out of credit

(1)

If the impact of credit on risk aversion were assessed using observational data, or without

the inclusion of a control group, the observed differences between adopters and non-adopters

would encompass both causal (treatment) effects and selection biases. In our context, an

observational data approach would be akin to disregarding the control group and solely

comparing the credit adopters to non-adopters within the treatment group.

The bias in the observational estimate, attributable to selection, is articulated through

equation (1). Specifically, the observational estimate (which is the observed difference in risk

aversion between the adopters and non-adopters of credit) represents the sum of the causal

effect of credit adoption and the difference in the ex-ante risk aversion between adopters

and non-adopters. Note that the ex-ante risk aversion of adopters is not directly observable.

The difference in this ex-ante risk aversion can be further dissected into two components:

selection into credit and selection out of credit. These are defined as the average differences in

risk aversion between the respective group (i.e., adopters and non-adopters) and the overall

control population mean.

The benefit of our randomized study design lies in its ability to not only estimate the

causal effect but to also dissect both selection effects. Studies in the experience effects

literature which rely on observational panel data, in general, cannot separate out causal and

selection effects and analyze their implications. To achieve this, we employ both reduced

form and structural approaches. In the remainder of this section, we focus on presenting the

results derived from the reduced form approach.

Column (3) of Table 3 contains an OLS regression of the indicator function for risk
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aversion on dummies for credit adopters and non-adopters in the treatment group. Compared

to the control group, both credit adopters and non-adopters display a higher proportion of

risk-averse individuals, by 8.5% and 6.1% respectively. Thus adopters have a 2.4% lower

proportion of risk-averse subjects compared to non-adopters.

Column (4) presents the IV estimate for ATT. It indicates that 29.6% of credit adopters

shifted from being risk-loving or neutral to risk-averse as a result of the treatment. The

difference between ex-ante percentage of risk-loving and risk-averse populations is calculated

at 32.0%, signifying that credit adopters were, ex-ante, significantly more risk-loving.

To decompose the estimated difference in risk aversion between credit adopters and non-

adopters into selection effects, we begin by estimating the ex-ante risk aversion of non-

adopters. This is achieved by analyzing the average risk aversion among non-adopters in the

treatment group. The validity of this estimate hinges on the assumption that the mere offer

of credit does not influence risk aversion – the exclusion restriction. We estimate that 97%

of non-adopters in the treatment group are risk-averse, compared to an 88% average across

the general population, as determined from the control group. Therefore, the selection out

of credit – i.e., the increased likelihood of being ex-ante risk-averse among those who did not

adopt credit – is approximately 9%. Consequently, the remaining disparity can be attributed

to selection into credit, which we calculate to be about -23%.

The fact that selection into credit is larger than selection out of credit could be due to the

smaller size of the credit-adopting population. However, it might also suggest a heavy-tailed

distribution among those opting into credit, indicating that individuals with a significantly

lower aversion to risk are more inclined to engage with credit opportunities. The implication

of this finding is that in the similar settings with low adoption of the risky option, one can

expect downward bias in the observational estimates, mostly due to the selection into the

risky option of less risk-averse individuals.

This substantial selection into credit supports the hypothesis that engaging with credit

is akin to embarking on a risky venture, with individuals who are less risk-averse being more

inclined to take up credit. While this selection effect is notable, it is still somewhat less

pronounced than the treatment effect. This implies that the experience of adopting credit

transforms the preferences of adopters, aligning them just above the typical level of risk
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aversion seen in the general population.

We conducted the same analysis using a pooled sample and using the risk premium as

the dependent variable. The results are presented in Columns (5) and (6) of Table 3. Our

findings reveal that credit adopters have ex-post risk premium that is 11.37 Shilling lower

that of the non-adopters. The IV estimate suggests the experience of credit raised the risk

premium of adopters by 43.35 Shillings. These two numbers imply that ex-ante difference

between adopters and non-adopters was 54.72 Shillings, or 54.72% of the risk-free payoff.

The risk premium of non-adopters is equal to 133.45 Shillings, and the population average

is 118.92 Shillings. This implies selection out of credit equal to 14.53 Shillings and selection

into credit of -40.19 Shillings. Overall, the findings of the risk premium analysis are similar

to the one with the risk aversion measure: The selection into credit is substantial but the

treatment effect is a bit more pronounced.

Comparing findings from the fair gamble acceptance rates and those derived from risk

premiums suggests that the latter method yields higher selection estimates than the ATT.

This difference can be attributed to the fact that the risk premium approach incorporates

data from the tails of the risk distribution, which is informed by more skewed gambles.

For example, the data reveal that individuals who were risk-averse before the introduction

of credit became more so following their experience with credit. If the selection for such

individuals was more extensive than the ATT, it might not be fully apparent in an analysis

that relies exclusively on the fair gamble.

5.3 Heterogeneous treatment effects

Our exploration of heterogeneous treatment effects begins with an examination of covariates

using a causal forest methodology (see Battocchi, Dillon, Hei, Lewis, Oka, Oprescu, and

Syrgkanis, 2019). We focus primarily on demographic variables, including store size, age,

gender, and religion, and employ acceptance of a fair gamble as the outcome variable. It’s

important to note that the results obtained from the machine learning analysis should be

interpreted as intent-to-treat (ITT).

In the left panel of Figure 3, we present a histogram of estimated heterogeneous condi-

tional average treatment effects (CATE). The average effect is approximately 0.082, closely
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Figure 3: Results from Double Machine Learning Causal Forest. Distribution of Conditional Average
Treatment Effects in the population (left panel). Histogram of CATEs against age with the linear regression
line (right panel).

resembling our ITT estimates. The standard deviation of the treatment effects is around

0.057, indicating moderate dispersion. Notably, approximately 6% of the estimates are posi-

tive, suggesting that for a small segment of entrepreneurs, the offer of credit decreased their

risk aversion.

Our specific interest lies in understanding the impact of age on the strength of the

treatment effect. As mentioned earlier, age may be an important moderator because as

we previously argue, younger individuals’ who likely have lower accumulated stock of past

experiences would be more susceptible to being influenced by the current experience. In the

right panel of Figure 3, you’ll find a regression of CATE on age, which indicates a negative

and statistically significant relationship with age, confirming our hypothesis.

To further rank the demographic moderators in terms of their influence on the treatment

effect, we employ a decision tree. This tree is constructed by sequentially selecting a variable

and its split that has the most predictive power in explaining the variation in the treatment

effects. The resulting tree is depicted in Figure 4. The three most important variables are

gender, age and store size, with gender emerging as the factor with the most predictive

power. Notably, women display a treatment effect on risk aversion that is almost half as

pronounced as that observed in men. Several mechanisms could be contributing to this

difference. Primarily, a greater number of men than women took up credit; consequently,

the intent-to-treat effect should be more substantial for men than for women. Furthermore,

as will be demonstrated in the latter part of this section, even after accounting for the gap
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Figure 4: Decision tree depicting decomposition of Conditional Average Treatment Effects.

in adoption rates, men still show a more significant effect than women. This disparity can

be ascribed to differing experiences with credit, evidenced by men having a default rate of

74% compared to a 54% default rate for women (with a p-value of 0.089).And the differential

experience can stem from distinct patterns of credit usage across the genders, ex., 58% of

men who took credit adopted new SKUs on credit compared to 50% of women (with a p-value

over 0.1%).

Store size is the most important predictive variable for males and second for females.

The magnitude of the effect is similar for both genders.Smaller stores experience a much

larger treatment effect on risk aversion compared to larger stores. In the data, we observe

that larger stores that adopted credit generally have lower default rates, supported by a χ2

test p-value of 0.052. This difference may be explained by better credit experience and more

effective credit usage by larger stores.
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Age is the most important variable for females and second most important for males. The

magnitudes very similar again across both genders but the relevant cutoff age is higher for

males than females. The younger group shows a larger effect. There seems to be a reversal

for very young women but the sample size here is very small. This is consistent with the

evidence in neuroscience that as we age, a new experience has a progressively smaller effect

on the wiring of our brains. It is also worth pointing out that if we split the sample on

those over 39 and those under 39 years old, the default rates are 71% and 67% respectively

(difference not statistically significant), thus, younger entrepreneurs updated more despite

experiencing the same or smaller level of default.

We also repeated the same analysis, including psychometric variables, most of the results

align closely with those using only demographic variables. One additional insight is that

among all the psychometric variables, ”finding fault with others” emerges as the strongest

moderator of the treatment effect. This suggests that individuals who attribute their failures

to external factors rather than to themselves may be less likely to internalize the failure and

to adjust their risk preferences. In other words, greater introspection may make individuals

more open to changing their behavior in the future.

The individuals that “find fault in others” are classified by big-5 scale as less “agree-

able.” According to Envick and Langford (2000) based on this scale managers tend to be

more agreeable than entrepreneurs. Thus, individuals exhibiting entrepreneurial personality

traits are less likely to internalize failures and are less affected by the negative experience

than individuals with lesser entrepreneurial personality [CITE THIS PAPER YOU MEN-

TIONED].

To zoom further into the gender differences, we compare selection and ATT estimates

across males and females. The analysis utilizes the rational sample, aligning it with previous

regressions. In Column (1) of Table 4, we show ITT estimates that include the interaction

between a treatment dummy and gender. Notably, we find that the difference between the

ITT for males and females is statistically significant at the 10% level (the lower statistical

significance is likely due to noise in the female sample). Columns (2) and (3) present the

ITT estimated separately on the male and female samples. The point estimate indicates that

approximately 10% of the male population switches from risk-loving to risk-averse. This is
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(1) (2) (3) (4) (5) (6) (7)
Risk

aversion
Risk

aversion
Risk

aversion
Risk

aversion
Risk

aversion
Risk

aversion
Risk

aversion

Credit 0.0292 0.105∗∗∗ 0.0292
(0.0365) (0.0271) (0.0348)

Male -0.0517
(0.0318)

Male/Credit 0.0754∗

(0.0451)

Not adopted credit 0.101∗∗∗ 0.0542
(0.0300) (0.0366)

Adopted credit 0.113∗∗∗ 0.349∗∗∗ -0.0708 0.146
(0.0400) (0.0976) (0.0599) (0.180)

Sample ALL MALE FEMALE MALE MALE FEMALE FEMALE
IV/ATT no no no no yes no yes
N 582 381 201 381 381 201 201

Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 4: Analysis of the difference in treatment effects of male vs female.

in contrast to the 7.85% shift observed within the combined-gender sample. For females, the

point estimate is near zero, suggesting negligible change in their risk preference in response

to the treatment. Albeit, that estimate is considerably noisy, likely due to a smaller sample

size and lower credit uptake.

When estimating the selection and average treatment effects on the treated (ATT) for

male and female sub-samples separately, the data reveals distinct patterns. For males, we

obtain a treatment effect of 34.9% and a selection effect of 33.7%.In the case of females,

the point estimate for the causal effect is 14.6%, with a selection effect of 27.1%. Although

the estimates for females are statistically less precise, it appears that the inclination to

adopt credit is comparable between genders, while the magnitude of the treatment effects is

markedly less for females. This differential suggests that while the decision-making process

for adopting credit may be similar across gender, however, the degree to which their risk

preferences are altered post-adoption varies.

To further examine the sources of heterogeneity in the ITT, we separate this heterogeneity

into differences in the size of the population actually treated and the size of the treatment

effect on those who were treated. We focus on those characteristics that explain the largest

variability in the treatment effect. For the chosen covariates, we conduct a population median
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split and execute two separate regressions: one for the population below the mean and

another for the population above the mean. The ratio of the ITTs for these subpopulations

can be decomposed into a product of two components: the ratio of credit adoption rates and

the ratio of ATTs. The results are presented in Table 5.

Segment
(1)

Share
(2)

Ex-ante risk
aversion

(3)
ITT

(4)
Credit
share

(5)
ATT

(6)
ITT
ratio

(7)
Adoption

ratio

(8)
ATT
ratio

Gender Male 0.655 0.869 0.105∗∗∗ 0.300 0.349∗∗∗

3.58 = 1.50 × 2.39
(0.024) (0.027) (0.033) (0.098)

Female 0.345 0.921 0.029 0.200 0.146
(0.027) (0.035) (0.040) (0.180)

Size
Small 0.591 0.863 0.108∗∗∗ 0.272 0.395∗∗∗

3.02 = 1.06 × 2.84
(0.026) (0.029) (0.034) (0.120)

Large 0.409 0.923 0.036 0.256 0.139
(0.025) (0.031) (0.040) (0.122)

Age <39yo 0.525 0.858 0.115∗∗∗ 0.348 0.332∗∗∗

2.23 = 1.42 × 1.57
(0.034) (0.036) (0.045) (0.112)

≥39yo 0.475 0.906 0.052 0.245 0.212
(0.029) (0.036) (0.045) (0.154)

Find fault
in others

Agree 0.405 0.830 0.119∗∗∗ 0.299 0.396∗∗∗

2.32 = 1.24 × 1.88
(0.037) (0.041) (0.043) (0.149)

Disagree 0.595 0.924 0.051∗∗ 0.242 0.211∗∗

(0.020) (0.024) (0.034) (0.106)

Table 5: Results from separate OLS and IV regressions stratified by population segments. Column (1) shows
a segment sage. Column (2) measures percentage of risk-averse for each segment in the control group (ex-ante
risk aversion). Column (3) contains estimates of segment specific ITT. Column (4) depicts credit adoption
share in the treatment group (percentage treated). Column (5) contains estimates of segment specific ATT
obtained by separate IV regressions. Columns (6) and (7) contain ITT-ratio and Credit Adoption ratio across
segments. Column (8) contains ATT ratio. Recall that by equation (??) the ITT ratio can be decomposed
as a product of Credit Adoption ratio of ITT ratio. The corresponding multipliers signify the importance of
selection to be treated and actual treatment effect in driving ITT.

Looking at gender, the ratio of ITT is 3.58, indicating that males experience over three

times the impact of the credit offer on risk aversion compared to females. This number can

be broken down into the ratio of adoption rates, which is 1.26, and the ratio of ATTs, which

is 2.39. This suggests that males adopt credit more frequently, and conditional on adoption,

they are more than two times more affected by it than females. In summary, the difference

in risk aversion between genders cannot be attributed solely to differences in compliance,

but rather it is even more affected by the manner in which it is used and the associated

experience post credit adoption.

Similar patterns are observed for all four variables. Age is one variable where compliance

appears to be relatively more important than for the other moderators. In other words,

the change in risk aversion in the treatment group is larger for younger individuals, in part
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because they adopt credit more frequently than older entrepreneurs. Nevertheless, even for

age, while the compliance effect is relatively larger, it still accounts for a smaller part of the

overall effect.

An interesting exception to this pattern is observed in individuals who tend to find fault

in others. Such individuals actually exhibit a stronger treatment effect in the treatment

group despite having lower compliance rates. This suggests that the effect of the credit offer

on risk aversion is not solely driven by differences in compliance and that other factors may

be at play in this subpopulation.

6 Utility Model

This section evaluates the determined effects of credit adoption through various structural

models that assume utility-maximizing behavior. This will allow us to specify structural pa-

rameters that encapsulate intrinsic risk preferences, and distinguish them from other possible

driving forces, in particular from wealth effects. Further, the models endogenize the observed

real business decisions, such as credit adoption and usage patterns, enabling us to gauge the

economic impact of the preference shifts. Notably, the analysis provides insight into how

the entrepreneurs might modify their future business decisions in light of their altered pref-

erences. By adopting this approach, we can measure the impact of the credit adoption

experience on preferences and use it to assess its influence on future entrepreneurship.

We examine two models. In Section 6.1, we analyze a model that endogenizes the gamble

and credit uptake decisions. This permits us to predict what credit adoption rates might

have been under the ex-post preferences shaped by the experience with credit. Importantly,

in this section we contrast the estimates for CARA and CRRA utility models and show that

accounting for wealth effects does not change our main findings. In Section 6.2, we expand

the model to endogenize the entrepreneurs’ decision to adopt new SKUs. This addition

highlights which credit use patterns lead to the most significant preference shift. Further,

we can estimate counterfactual credit usage patterns, in addition to adoption rates, under

the preferences shaped by the credit experience.
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6.1 Credit Adoption Model

In this subsection, we develop and estimate two structural models of credit adoption and

the subsequent risk behavior associated with credit usage based on expected utility maxi-

mization. The first, more straightforward model, relates the change in preferences to credit

adoption and gauges both the ex-ante and ex-post distributions of utility parameters. The

strength of this model lies in its close connection to our descriptive analysis, and it leanssolely

on the experimental variation for identification. This model yields two vital outputs: firstly,

it offers a distribution of both ex-ante and ex-post risk preferences, accounting for wealth

effects. Partialling out wealth, or controlling for wealth effects, allows us to investigate

whether changes in revealed risk attitudes are primarily driven by a fundamental shift in

preferences, or whether they are simply a result of wealth effects without underlying changes

in the utility function. Secondly, the structural model facilitates the calculation of credit

uptake under updated preferences or, more specifically, the hypothetical decision to adopt

credit under circumstances similar to the original decision but informed by post-experience

preferences.

Consider a utility function u(πt; γi, wi), where γi is a structural preference parameter

embodying inherent risk aversion, and wi is the current level of wealth. We postulate the

following simultaneous equations model of risk aversion and credit adoption:

γi = γ̄ + ϵi +∆Di (2)

Di =

 1 if V + νi > 0 and Zi = 1

0 otherwise
(3)

In this model, the risk aversion parameter is composed of three terms. The first term γ̄

term represents population average ex-ante risk aversion without the credit offer, i.e., in

the control group. The second term, ϵi embodies individual level differences in ex-ante risk

aversion and it explains the variation in gamble take up in the control group. The third term

∆Di represents the treatment effect of credit adoption Di on the level of risk aversion.8

8We assume no unobserved variation in the impact of credit on risk aversion, ∆. While it is possible
to account for heterogeneous ∆, we have chosen not to pursue that direction. Instead, we incorporate
observable heterogeneity in our analysis wherever the available data permits. For further discussion of
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The second equation details the decision to adopt credit, Di. The term V denotes a

population average surplus, while νi signifies the idiosyncratic surplus. The sum V + νi rep-

resents the certainty equivalent of the net present value of adopting credit after subtracting

adoption costs. For example, this could include payoffs from purchasing additional inven-

tory with credit, encompassing both new products and more of the existing stock. It also

takes into account returns from extra cash available after leveraging some existing purchases

and the costs of credit, such as monitoring, transaction costs, interest rates, and potential

defaults.

Given that V + νi is a certainty equivalent its value depends on risk preferences; thus,

the model must allow for correlation of V + νi and γi. Because of this correlation, as

previously mentioned, we generally anticipate that E[ϵi|Di] ̸= 0. This endogeneity issue was

the primary reason for conducting the field experiment. To address endogeneity, we allow

for an arbitrary relationship between V and γ̄, and we examine the joint distribution of ϵi

and νi, acknowledging their potential correlation. The identification of the model depends

on the exclusion of Zi from Equation (2).

It is helpful to link the structural parameters of the model to the treatment effects

identified in the previous section. The simplest mapping is for ATT, which is given by

∆. Similarly, the ITT is given by the difference in the distribution of γ depending on the

experimental arm, represented by F (γ|Zi = 0) and F (γ|Zi = 1). Concretely, ITT can be

expressed as in the previous section

ITT = E[γi|Zi = 1]− E[γi|Zi = 0] = ∆E[Di|Zi = 1].

In an analogous fashion average selection (SEL) is expressed as

SEL = E[γi|Di = 1, Zi = 1]− E[γi|Di = 0, Zi = 1].

To ease the interpretation, we report ITT, ATT and SEL as an implied difference in the

unobserved heterogeneity in treatment effects, see page 74 of Heckman and Robb (1986).
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average risk premium of the fair gamble. The risk premium is defined as

u−1

(
1

2
u(200; γi, wi) +

1

2
u(0; γi, wi)− u(100; γi, wi); γi, wi

)
.

In addition to capturing the average ITT, the model also accounts for variance shifts,

which are determined by the correlation between ϵi and νi. For instance, we demonstrated

that risk-loving individuals adopt credit more frequently, which implies a negative correlation

between ϵi and νi. In such case, the variance of γ in the treatment group may be dampened.

This occurs because the positive treatment is more commonly applied to individuals in the

lower tail of the γ distribution. While these effects can be identified without relying on a

specific model in a non-parametric manner (such as through quantile regressions), it may be

necessary in practice to randomize credit on a very large scale to ensure sufficient statistical

power. Given our sample size we follow a parametric approach.

We parameterize the model by considering two utility functions: Constant Absolute Risk

Aversion (CARA) and Constant Relative Risk Aversion (CRRA). For the CARA utility,

the level of risk aversion is determined by a single parameter, and the corresponding utility

function is given by:

u(πt; γi) =
1− exp(−γiπt)

γi
. (4)

This framework is convenient because of the absence of wealth effects. It allows us to establish

a benchmark for considering the importance of wealth effects in driving our results.

Since Jaza Duka credit resulted in a significant amount of default, it is likely that treated

entrepreneurs end up with different wealth levels than their untreated counterparts. We

allow the data to indicate if survey responses are effected by various ex-post measures of

wealth. In other words, we would like to determine if the increase in risk aversion in the

treatment arm is driven by a decrease in wealth related to high rates of default. To answer

this question it is helpful to consider the CRRA utility function, i.e.,

u(πt; γi, wi) =
(wi + πt)

1−γi

1− γi
. (5)

If wealth was observable for each individual when making the decision between a gamble
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and risk-free outcome, we could condition on the level of wealth when writing the choice

likelihood. Unfortunately, we do not have wealth information. But we do have information

on daily profits which is likely the most relevant driver of differences in wealth induced by

credit. Thus, this measure should capture the relevant variation in wealth-driven differences

in risk aversion between treatment and control.

To close the parametric specification of the model, we postulate that the joint distribution

F (ϵ, ν) is Gaussian with mean 0 and with the variance-covariance matrix applying standard

Probit normalization for the adoption equation as: σ2
ϵ ρσϵ

ρσϵ 1

 .

We estimate the model using Simulated Maximum Likelihood Estimation (SMLE). The unit

of observation is a single entrepreneur and the data is given by the observed lower and upper

bounds of the implied acceptance thresholds, denoted by π̄L
i , and π̄U

i , respectively. As a

result, standard errors are clustered at the unit of randomization.

To compute the likelihood Li = Pr(π̄L
i < π̄i ≤ π̄R

i |Xi; θ) we simulate R = 107 draws

from the implied distribution F (γi; θ) and count gamble choices that are consistent with

the threshold being in the observed interval. We subsequently find θ̂ that maximizes the

population log-likelihood. We obtain standard errors by using a non-parametric bootstrap

which samples agents with replacement from the empirical distribution.

6.1.1 CARA Utility Model

Table 6 presents the results of the estimation. Column (1) displays the outcomes of the

CARA model that does not allow for wealth effects (and hence, does not use data on wealth).

This approach closely mirrors the model-free analysis, attributing all experimental variations

in gamble acceptance rates to inferred differences in risk aversion.

Accounting for the findings from the previous section, we allow for heterogeneity in

the risk aversion distributions and treatment effects between males and females. We again

observe slight but statistically insignificant disparities in the base risk aversion between men

and women. It is further validated that men show a much greater impact of credit adoption
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(1) (2) (3) (4) (5)
CARA CRRA CRRA CRRA CRRA

No wealth Constant Linear Linear Quadratic
effect wealth in daily in daily in daily

profits averaged averaged
profits profits

RA intercept, γ̄FEMALE
1.76∗∗∗

(0.17)
3.17∗∗∗

(0.25)
2.93∗∗∗

(0.46)
2.88∗∗∗

(0.44)
2.07∗∗∗

(0.22)

RA intercept, γ̄MALE
1.73∗∗∗

(0.16)
3.07∗∗∗

(0.28)
2.87∗∗∗

(0.45)
2.83∗∗∗

(0.43)
2.04∗∗∗

(0.20)

RA Dispersion, σγ
1.21∗∗∗

(0.13)
2.13∗∗∗

(0.16)
2.03∗∗∗

(0.29)
1.99∗∗∗

(0.28)
1.44∗∗∗

(0.13)

RA-adoption correlation, ρ
−0.39∗∗∗

(0.13)
−0.45∗∗∗

(0.12)
−0.52∗∗∗

(0.13)
−0.50∗∗∗

(0.13)
−0.52∗∗∗

(0.12)

Impact of adoption, ∆FEMALE
0.16∗

(0.09)
0.10∗∗∗

(0.02)
0.31

(0.36)
0.32

(0.42)
0.45

(0.39)

Impact of adoption, ∆MALE
0.67∗∗

(0.29)
1.36∗∗∗

(0.40)
1.35∗∗∗

(0.39)
1.26∗∗∗

(0.39)
0.96∗∗∗

(0.30)

Wealth intercept, w̄ -
59.31∗∗∗

(10.89)
51.59∗∗∗

(16.94)
46.06∗∗∗

(15.81)
14.82∗∗∗

(4.76)

Wealth slope, ϕ - -
0.00∗∗∗

(0.00)
0.00∗

(0.00)
0.00

(0.00)

Wealth quadratic - - - -
0.00

(13.11)
Risk premium
for the fair gamble (males)

ITT
5.07∗∗

(2.29)
6.52∗∗∗

(2.34)
7.30∗∗∗

(2.78)
6.91∗∗

(2.74)
7.57∗∗∗

(2.67)

SEL out
5.69∗∗

(2.53)
7.24∗∗∗

(2.50)
8.67∗∗∗

(3.05)
8.32∗∗∗

(2.98)
8.93∗∗∗

(2.97)

SEL in
−12.95∗∗

(5.50)
−16.55∗∗∗

(5.14)
−19.74∗∗∗

(6.94)
−18.94∗∗∗

(6.60)
−20.39∗∗∗

(6.54)

ATT
16.60∗∗

(7.33)
21.44∗∗∗

(7.43)
23.92∗∗∗

(9.22)
22.64∗∗

(8.99)
24.85∗∗∗

(8.77)
Credit adoption (males) Baseline 30% 30% 30% 30% 30%

Counterfactual 22% 17% 15% 17% 18%
N 587 587 587 587 587

Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 6: Results from estimation of the structural model. Model (3) uses individual-level daily profits as a
proxy for wealth. Models (4) and (5) use average daily profits – averages are taken separately for the control
group, credit non-adopters, and credit-adopters.

on risk aversion compared to women. Nevertheless, we discern a weakly significant effect for

females, roughly equivalent to the cross-gender difference in ex-ante preferences.

The second section of the table outlines causal effect and selection estimates for the male

population. These effects are quantified by examining the average differences in risk premi-

ums, which are derived from the participants’ demonstrated preferences. The risk premium

calculation is based on making subjects indifferent between engaging in an actuarially fair
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gamble — winning 200 Shillings with a 50% chance, or receiving a certain 100 Shillings.

By expressing these effects in Shillings, the study offers a tangible measure of the economic

impact of the structural parameters.

Males in the treatment group are inclined to pay an additional 5.07 Shillings to bypass

the actuarially fair gamble. Regarding selection, male entrepreneurs who opted out of credit

have a 5.69 Shillings higher risk premium than the general population before the offer of

credit. On the other hand, those selecting into credit exhibited ex-ante 12.95 Shillings lower

risk premium. Furthermore, post-credit adoption, male entrepreneurs exhibit a significant

shift in preferences, with an increased willingness to pay an extra 16.6 Shillings to avoid

taking the gamble, than they would have without adopting credit.

These findings corroborate the conclusions drawn from the reduced form analysis, partic-

ularly the observation that selection into credit (i.e., initially lower risk aversion among those

who choose to take credit) is more pronounced than the selection out of credit. Moreover,

the post-adoption preference change towards greater risk aversion is notably larger than

selection into credit. It is the more risk loving entrepreneurs in the population who drive

the adoption of new innovations (in our case the new credit technology). But the failure

experience affects the risk preferences of precisely these entrepreneurs more and may make

them unwilling to adopt future credit offers that would be valuable.

Beyond the above results the structural analysis allows us to compute credit adoption

counterfactuals based on our estimated credit adoption model. In the bottom section of the

table, we present counterfactual scenarios in which we recalculate the adoption of credit,

considering the effect of experiences of individuals on their risk aversion. Specifically, we

conduct a new simulation of credit adoption decisions using the preferences that individuals

would have if they had already undergone the credit experience. For each individual, we

generate credit adoption shocks, denoted as νi, from a conditional distribution that adjusts

their ex-ante preferences, represented by γi, to γi = γ̄i+∆, where γ̄i represents their original

preferences.Since νi is inversely related to γi (greater risk aversion leads to lower credit

adoption), the counterfactual adoption rates for credit are reduced. To be precise, the

model’s initial adoption prediction stands at 42%, whereas the counterfactual adoption rate

decreases to 29%.
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This exercise serves as an additional means of measuring the impact of our findings,

this time utilizing real-world decisions rather than hypothetical scenarios. This phenomenon

may provide one explanation for the “adoption puzzle” observed in developing countries

(see de Janvry, Sadoulet, Dar, and Emerick, 2016), wherein entrepreneurs tend to under-

adopt new practices that are theoretically advantageous. The suggestion of our analysis

is that such under-adoption may result from past setbacks in analogous circumstances and

the subsequent increase in risk aversion. In this sense our findings indicate a quantifiable

implication of credit adoption on entrepreneurship. For instance, if Mastercard were to

introduce another round of Jaza Duka, addressing the issues identified in the initial rollout,

they should anticipate lower adoption rates compared to the original wave.

6.1.2 CRRA Utility Model

Columns (2) to (5) of Table 6 encompass the estimates of the CRRA model, each with

distinct econometric specification for wealth. First, as a benchmark, in Column (2) we

estimate the model assuming wealth is the same for all subjects. Both wealth and the

coefficient of relative risk aversion are estimated. This can be done since we offer several

different gambles to each individual. While this model overlooks potential wealth effects from

credit adoption, it facilitates a direct comparison of the CARA and CRRA functional forms.

The initial six rows outline the primitives of the utility function. We yet again discern

a modest gender-based difference in risk aversion and a faint effect of credit adoption on

women. Comparing with the CARA model the latter is not statistically significant, perhaps

due to the extra parameter, w̄ that needs to be estimated.We find that the wealth estimate,

w̄, that most accurately reflects the gamble choices is approximately 80 Shillings, indicating

that participants do not factor in their total wealth when deciding between gambles.This is

consistent with previous studies with low stake gambles.9 It is also worth noting, that our

estimates for γ are close to the median value of 3.77 from a meta-analysis of 92 studies by

Elminejad, Havranek, and Irsova (2022).

9For instance, Palacios-Huerta and Serrano (2006) demonstrates that to attain reasonable levels of the
coefficient of relative risk aversion in relation to small gambles, the implied level of wealth must be corre-
spondingly modest. Otherwise, such calibration may result in preferences characterized by extreme levels of
relative risk aversion, leading to the anomalies highlighted by Rabin and Thaler (2001).
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Looking at the second panel we see that the results in terms of risk premium are within

10% of those obtained with the CARA model. The effect on the counterfactual exercise is

larger with adoption falling 6 additional percentage points to 23%.

The next step is to enhance the specification to consider the potential influence of credit

on wealth. We make use of our data on daily profits (solicited in the same survey as the risk

aversion measure) and consider the following equation for wealth:

wi = w̄ + ϕ× (DAILY PROFITS)i.

This approach assumes that an entrepreneur’s daily profits can serve as a direct repre-

sentation of their wealth because for many entrepreneurs the store is the only source of

income.Column (3) offers results from this model. All the values are very close to those in

Column (2) indicating that after partialling out wealth there remains a large unexplained

variation in risk taking across the three relevant groups.

Note that the treatment effect metrics in the table’s concluding three rows also accommo-

date wealth disparities, as they derive from the updated structural estimates. Moreover, to

pinpoint the influence of intrinsic risk preferences, all risk premiums are calculated utilizing

the mean daily profit level in the control group. Little difference between treatment effect

from Columns (1), (2) and (3) suggests that the wealth repercussions of credit have minimal

explanatory power concerning the influence of credit adoption on gamble decisions.

While the method of using individual-level daily profits provides a granular view of finan-

cial standings, it may also capture inherent variability in individual daily profit reports from

the survey. This may lead to attenuation of the estimate of ϕ and underestimation of wealth

effects. To address this, instead of using individual response we use average reported daily

profits computed separately for three distinct groups: the control group, the treatment group

without credit, and the treatment group with credit. In essence, such a specification should

adjust for average cross-sectional wealth differences between credit adopters, non-adopters,

and control group. Column (4) shows that averaging daily profits has no impact on the

results, which suggests that survey noise in individual daily profits is also not consequential.

Finally, for robustness, in (5) we report our findings when wi is allowed to be a quadratic
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function of daily profits. Larger treatment effect values were derived, implying that a more

complex functional form does not account for the observed result.

In the bottom panel of Columns (3)-(5), we reassess the credit adoption rates fixing the

daily profits to the average in the control group. Our aim here is to isolate the impact of

changes in risk aversion resulting from credit adoption from any potential effects of credit on

wealth. We observe no significant differences between Columns (2)-(5). This lack of variation

again suggests that the influence of wealth in driving lower adoption rates is negligible. In

other words, a population of “already treated” entrepreneurs would adopt less credit because

they have adjusted their utility function, not because their wealth changed.

6.1.3 Wealth Expectations and Discounting

Beyond the impact of current wealth levels on risk preferences, one can anticipate that ex-

pectations of future wealth might also play a significant role. For instance, more optimistic

expectations about future returns may lead to a different risk preference than more pes-

simistic expectations. If adopting credit affected these expectations, one might detect it

as a change in γ, even while keeping current wealth constant. To eliminate this potential

confounding factor, we gauged expectations about future wealth by asking participants the

question, “After 12 months from now, what do you think will be your daily revenue?” This

question was posed in both the baseline and midline surveys, yielding panel data. Utilizing

both cross-sectional and panel data variation, we conducted a series of regressions in an

attempt to discern the impact of the treatment arm on future expectations. No significant

differences in expectations were detected as detailed in Online Appendix B.

In addition to measuring risk preferences, we also assessed time preferences by posing a

series of questions such as “Which of the following two options would you prefer: 300 in 1

week or X in a month?” where X equaled 310, 350, 400, 500, and 600. If either current or

future wealth changed as a result of the treatment, it is plausible that such changes would

be reflected in time preferences. For example, if the treatment negatively affected current

cash flows, one might expect subjects to exhibit more impatience. Conversely, if credit

negatively impacted future cash flows, subjects might demonstrate a greater propensity to

save. When we analyzed the acceptance rates in the time-preference questions, we found no
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significant differences at the 5% level between the treatment and control groups, as detailed

in online Appendix C. This provides further evidence that wealth effects and future wealth

expectations are not significant, as they should lead to change in time preferences. Moreover,

this finding supports the hypothesis that risk and time preferences are distinct entities, as

formalized in the theory of dynamic choice and temporal uncertainty resolution following

Kreps and Porteus (1978) and Epstein and Zin (1991).

6.2 Impact of New SKU Adoption

To this point, we have established that individuals who take on the risk of leveraging their

purchases of Unilever products become more risk-averse. In this subsection, we explore the

mechanisms underlying this phenomenon. We have already noted substantial default rates,

which are probably contributing to the shift in preferences. To gain a better comprehension of

this impact, it is beneficial to zoom into the wholesale ledgers at the level of SKU transactions.

As mentioned in Section 4.1, a particular action, that is, purchasing new SKUs on credit,

is significantly correlated with default. Thus, this decision, over and above adopting credit,

leads to a bad experience. In the analysis that follows, we investigate whether the decision

to adopt new SKUs generates a larger treatment effect on preferences than merely adopting

credit and buying familiar SKUs. To study this, we extend our model to endogenize SKU

adoption on the first credit transaction in addition to modeling credit adoption. Our goal

is to differentiate the selection into adopting a new SKU from the causal impact of SKU

adoption on preferences.

In econometric language, the introduction of new SKUs is an additional kind of non-

random selection (see Heckman and Robb Jr, 1985), beyond the decision to adopt credit.

Thus, our analytical structure has to now account for three types of compliance: not adopt-

ing credit, adopting credit without new SKU adoption on the first credit transaction, and

adopting credit with new SKU adoption on the first credit transaction. We adopt a struc-

tural method to estimate the effects of the credit and SKU adoption on credit, modifying a

model to include the endogenization of SKU adoption.

As our study featured a binary treatment, discerning three-way compliance requires extra

instruments (exclusion restrictions) – variables that affect the uptake of new SKUs but do
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not correlate with the risk aversion of individuals prior to the study. By examining our

SKU-specific data and initial survey, we identified two promising variables. For example,

our dataset contains details on a fleet of vehicles distributing Unilever products. Out of the

7 vans, 3 have markedly better records in promoting new SKUs than the other 4. Another

observation is that stores which report a market share of Unilever products exceeding 30% are

more likely to adopt new SKUs on credit. This suggests that stores dominated by Unilever

sales exhibit a greater propensity to experiment with new SKUs when credit is available.

Regrettably, our dataset becomes sparse when we segment it by car ID and Unilever

market shares within the sample of credit adopters. Therefore, we elected to formulate an

interaction instrument. We define a “low type” as a store that is served by a less successful

salesperson and has a smaller share of Unilever products. “Low types” have a 40% proba-

bility of adopting new SKUs on the initial credit swipe, compared to a probability exceeding

60% for the remaining “high types.” This difference is statistically significant at the 5% level,

which resembles a first-stage test for weak instruments. We have attempted other combi-

nations to define a “low type” by adjusting the market share thresholds and incorporating

more marginal car IDs. However, other combinations result in an imbalanced distribution

of types and a reduction in statistical power. We proceed with this definition, while being

aware that we are testing the limits of our data.

Fortuitously, given that we observe the Unilever market share and van ID for all subjects,

we can correlate the low-type dummy with the risk aversion observed in the control group.

We regress the dummy variable for accepting a risk-neutral gamble, as well as the acceptance

threshold, on the ’low-type’ dummy. We find p-values of 0.9 and 0.34, respectively, which

suggests no significant correlation between the low-type dummy and observed risk aversion

in the control group. This serves as a test for the necessary exclusion restriction.

To examine the impact of new SKUs we augment the credit adoption equation with a
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SKU adoption equation:

γi = γ̄ +∆1Di +∆2SKUi + ϵi (6)

Di =

 1 if D0 + β1LOWi + ν1
i > 0 and Zi = 1

0 otherwise
(7)

SKUi =

 1 if SKU0 + β2LOWi + ν2
i > 0 and Di = 1

0 otherwise
(8)

where LOWi denotes a dummy variable for the low type. This dummy could impact both

credit adoption and SKU adoption. However, it is omitted from the risk aversion equation,

thereby enabling identification. The goal is to estimate two treatment effects ∆1 and ∆2

that indicate the degree of risky activity.

To control for selection into risky activity we further posit the following distribution for

the unobservable factors: 
σ2
ϵ ρ1σν1 ρ2σν2

ρ1σν1 1 0

ρ2σν2 0 1


Importantly, we permit selection based on risk aversion for taking the risky actions, such

as adopting credit and adopting SKUs on credit. Nevertheless, due to sparsity of the data,

we rule out direct correlation between unobservable factors that might jointly drive credit

adoption and SKU adoption. Admittedly, this does present a constraint in our analysis.

However, it should be noted that we allow for correlation between these actions via risk

aversion. Specifically, individuals who exhibit greater risk aversion might be less likely both

to adopt credit and to incorporate SKUs through credit.

Table 7 displays the results of our estimation. The average values, dispersion, and corre-

lations are nearly identical to those observed in the baseline CARA (Constant Absolute Risk

Aversion) model. Notably, the new parameter introduced, which represents the correlation

between the SKU adoption shock and risk aversion, is determined to be -0.08. This value

signifies a negative relationship between risk aversion and the adoption of new SKUs on

credit. It is worth mentioning that the correlation between risk aversion and SKU adoption
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CARA

RA intercept, γ̄FEMALE
1.74∗∗∗

(0.18)

RA intercept, γ̄MALE
1.73∗∗∗

(0.16)

RA Dispersion, σγ
1.26∗∗∗

(0.15)

RA-adoption correlation, ρ!
−0.52∗∗∗

(0.03)

RA-newSKU correlation, ρ2
−0.08∗∗

(0.03)

Impact of adoption, ∆1
FEMALE

0.07∗∗∗

(0.02)

Impact of adoption, ∆1
MALE

0.59∗∗

(0.26)

Impact of new sku, ∆2 0.31∗

(0.16)
Risk premium
for the fair gamble

ITT
6.40∗∗∗

(2.10)

SEL out of credit
7.90∗∗∗

(2.30)

SEL into credit, out of new SKU
−14.23∗∗∗

(4.92)

SEL into credit and new SKU
−19.69∗∗∗

(4.76)

ATT adoption and no new SKU
15.24∗∗

(6.27)

ATT adoptionn and new SKU
23.54∗∗∗

(7.00)

N 587

Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 7: Structural Estimates with Credit and SKU Adoption

is smaller than the correlation with credit adoption. This observation may initially appear

counterintuitive; however, it can be explained by the fact that SKUs can only be adopted

on credit when credit itself is available. Consequently, SKU adoption necessitates both a

substantial credit shock and a substantial SKU shock. Therefore, on average, individuals

who adopt SKUs are likely to be less risk-averse than those who adopt credit alone. We

confirm this by computing the relevant selection measures later on.
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Randomization

Not offered credit: KSh 51.4
Baseline for comparisons

Offered credit: KSh 58.02
Intent to treat: KSh +6.62

Not taken credit: Ksh 59.28
Selection: Ksh +7.88

Taken credit: KSh 55.1
Selection KSh -18.2

Treatment KSh +21.9
76% default

Not adopted SKU: KSh 53.00
Selection KSh -13.5

Treatment KSh +15.1
66% default

Adopted SKU: KSh 55.60
Selection KSh -19.2

Treatment KSh +23.4
78% default

50
%

50%

69
.8
%

30.2%

17
.9
%

82.1%

Figure 5: Decision tree depicting the average risk premium for each group and selection (relative to the
control) and treatment effects for the high-type males.

The treatment effect of credit, denoted as ∆1, appears to be smaller than in the baseline

model. However, its interpretation is that this effect applies to those who did not adopt new

SKUs. Essentially, credit itself modifies risk preferences, albeit to a lesser extent than using

credit for riskier endeavors. This additional modification is captured by the parameter ∆2,

which is positive.

We detect treatment effects for women that are statistically significant at 10% level.Yet,

the effects are small in magnitude; thus, we concentrate the remaining analysis on the effects

for males contending that impact of credit on female preferences is small. The implied

treatment effects for males are presented in the second section of the table. The intent-to-

treat value is equal to KSh 6.40, slightly larger than in the baseline model, although the
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difference is economically small. This variation likely arises from the different functional

form of the model and the additional instruments used in this analysis.

To provide a clearer understanding, let’s visualize the decision process and treatment

effects for a particular segment – high-type males, depicted as a tree in Figure 5. In the

initial section of the tree, we illustrate a division into the control group and the treatment

group. In the control group, we have an average risk premium of 51.4 Shillings, which serves

as our baseline without any credit offer. Additionally, the treatment group shows an average

intent-to-treat value of 6.62 Shillings, suggesting a roughly 20% increase in the risk premium

in the treatment group.

Moving forward, the treatment group is divided into credit adopters and non-adopters.

Among high-type males, 30.2% adopted credit, and 69.8% did not adopt credit before our

survey. Credit non-adopters exhibited, ex-ante, a 7.88 Shillings larger risk premium than the

general population. Conversely, credit adopters had 18.2 Shillings smaller risk premiums.

These selection effects replicate our earlier results. In addition, the model produces selection

estimates when adopting SKUs on credit. For instance, new SKU non-adopters are 13.5

Shillings, while SKU adopters are 19.2 Shillings less ex-ante risk averse than the average.

These, numbers constitute respectively 26% and 37% of the baseline risk premium. The

gap shows that adoption of the new SKUs is undertaken by significantly less risk averse

individuals.

Furthermore, we demonstrate that the impact of credit on preferences depends on the

nature of its usage. Prudent credit usage generates a shift towards risk aversion, but the shift

is not as pronounced as it is for those users who expand their offerings. Part of this effect

can be explained by the fact that SKU adopters initially exhibit lower levels of risk aversion,

allowing for more significant changes in their preferences. However, because SKU adoption

is correlated with defaults, one might expect it to generate a more negative experience and

result in increased risk aversion as a consequence. The corresponding set of numbers for all

males, both high and low types, are contained in Table 7.

To gauge the impact of these effects on business decisions, we computed counterfactual

scenarios, analogous to credit adoption counterfactuals in the previous sections. This time,

we considered three sets of preferences: the baseline with ex-ante risk aversion, preferences
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modified by credit experience without SKU adoption, and preferences modified by credit

with SKU adoption. The results are presented in Table 8.

Preferences

Baseline
Credit without

new SKU
Credit with
new SKU

High type
Credit adoption 30% 22% 19%
New SKU if adopted credit 82% 81% 81%
New SKU 25% 18% 15%

Low type
Credit adoption 30% 23% 19%
New SKU if adopted credit 50% 49% 48%
New SKU 15% 11% 9%

Table 8: Counterfactual business decisions for the male population.

In our study, we separately evaluated the effects on High and Low types. For high types,

the baseline rate of credit adoption is 30%, which decreases to 22% for more prudent credit

usage scenarios (i.e., no new SKUs adopted) and further to 19% for risky usage scenarios

(i.e., new SKUs adopted). The rates of SKU adoption also undergo changes, albeit they are

very small. Initially, over 82% of high types adopting credit also opted for new SKUs. This

rate slightly decreases to 81% when considering preferences altered by experience, indicating

that high types exhibit a low elasticity in their SKU adoption already adopted credit. This

pattern is influenced by the fact that credit adoption already selects individuals according

to certain risk preferences (i.e., with lower risk aversion), thus, the populations of credit

adopters would exhibit more homogeneous risk preferences, albeit the effect of experience

is significantly smaller. This pattern may also imply that the product adoption decisions

are predominantly influenced by liquidity constraints. When analyzing the overall rate of

SKU adoption, we observe a reduction in SKU adoption from 25% to 15%. For Low types,

the observed effect is comparable in magnitude, yet their conditional adoption of new SKUs

shows a more significant decline than that of the high types.

The large incremental impact of SKU adoption, over and above adopting credit, sug-

gests that a less-than-ideal experience with adopting new SKUs may backfire and lead to

friction when adopting SKUs in the future. Importantly, this effect isolates the impact of

changing risk preferences resulting from adopting a risky activity post credit as distinct

from other channels that do not rely on preference changes, such as learning about demand.

This demonstrates that considering changing risk preferences is an important channel when
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examining the dynamics of retail entrepreneurial decisions.

7 Conclusion

For millions of small entrepreneurs around the world the experiences from past decisions are

an important channel that govern their risk taking and the adoption of future innovations.

This paper examines whether past experiences, in particular, experienced failures arising

from a business decision to adopt a new credit technology, can increase risk aversion and

influence future risk taking. In the context of a randomized controlled trial which deployed

a new credit technology under Mastercard’s Jaza Duka program to small retailers, we show

that those who adopted the new credit line and then experienced failure and default become

significantly more risk averse.

Our analysis is able to separate out the causal effect of credit adoption from the selection

effects. The selection into credit is more pronounced than the selection out of credit – i.e.,

those who adopt credit have substantially lower ex-ante risk aversion. But the post adoption

treatment effect which increases risk aversion is even more pronounced and swamps the

effect of the selection into credit. Taken together these results have material implications

for entrepreneurial risk taking and innovation. The more risk loving entrepreneurs in the

population are the ones driving the adoption of the new credit technology. But it is precisely

these entrepreneurs who may end up becoming overly risk averse thereby foregoing valuable

credit opportunities and dampening future entrepreneurial performance.

We identify some crucial demographic moderators of the selection and treatment effects

which have decision making and policy relevance. Males show significantly less ex-ante risk

aversion than females, but they also have a treatment effect of credit adoption on risk aversion

which is almost twice as that of females. Similarly, younger entrepreneurs and those with

smaller businesses are relatively more risk loving prone to adopting credit, but post adoption

the effect of a failure also transforms their preferences and makes them substantially more risk

averse. Thus from the policy perspective it is younger male entrepreneurs who run smaller

businesses who are initially more likely adopt the new credit product, but these are precisely

the entrepreneurs who may be particularly susceptible to credit failures and its effects on risk
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aversion. In so far as these segments of the population are salient in many economies, our

findings may help in the design of policies to optimally manage entrepreneurial risk taking

and innovation.
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