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___________________________________________________

Medical researchers around the world have performed over a million randomized controlled trials. Not coincidentally, life expectancy has increased phenomenally in recent decades. There have recently been several eloquent calls for more use of randomized trials and other rigorous evaluations of the impacts of development programs (e.g., Duflo, Glennerster, and Kremer, 2004; Center for Global Development 2005). These statements are fully consistent with a 2002 statement issued by the heads of multilateral development banks prescribing “Better Measuring, Monitoring, and Managing for Development Results” and the 2005 Paris Declaration of bilateral donors, in which “Partner countries commit to endeavour to establish results-oriented reporting and assessment frameworks.” At the same time, monitoring and evaluation of how aid funds are spent is a growth industry. Donors, NGOs, and aid agencies spend hundreds of millions tracking expenditures. 

Unfortunately, evaluations that measure the impact of aid projects on people’s lives remain rare. Even worse, rigorous impact evaluations that investigate what would have happened without the aid are almost nonexistent.
  Appendix 1 describes in more detail the elements of a rigorous impact evaluation and outlines its relationship to the many other important forms of evaluation and learning.  The key point is that a rigorous evaluation looks at impacts (such as changes in health or education or income, not just movement of health care supplies, training of teachers, or provision of microfinance loans) and the evaluation has a credible comparison group to show what would have happened without the intervention. 
The failure to identify effective programs is a global tragedy. Poor nations, donor nations, and others spend billions of dollars trying to improve the lives of the world’s poor. Unfortunately, the lack of rigorous impact evaluations and the resulting ignorance about which policies are effective has led to enormous lost opportunities. The problems are far too severe to continue well-meaning programs that are not based on rigorous evidence of what works. Development projects that incorporate rigorous evaluations into their initial design benefit all stakeholders, from community-based organizations, NGOs, and recipient nations to multilateral banks, foundations, donor governments, and, most importantly, the world’s poor.  
Unfortunately, the lack of evidence about which aid programs are effective also leaves potential funding agencies (both donors and poor nations’ Finance Ministries) suspicious that most aid is either stolen or wasted.  This concern reduces enthusiasm for all aid projects.  Thus, the lack of rigorous evidence about what works both misdirects current funds and reduces total funding. 

Learning What Works

This essay outlines the many obstacles to rigorous evaluation of project impacts. More controversially, I then propose potential policies for addressing the bulk of them. 
If implemented, these proposals would dramatically change the role of evaluations of development projects. Today, aid agencies and recipients of aid often view monitoring and evaluation as a burden. Instead, the ability to design and conduct evaluations should be considered a core competency. In this vision, the new knowledge that evaluations produce becomes a valuable product for other agencies and projects around the world. The evaluation team should be a full partner in the funding and promotion of development projects, producing knowledge that is of potentially greater value than the direct benefits of the aid programs themselves.    

Progresa, a success story in Mexico

For almost three generations, the president of Mexico anointed his successor every six years—always from the ruling PRI party. That hand-chosen successor, in turn, was duly elected. Although the party in power remained the same, every six years the new president dismantled the previous administration’s (corrupt and not very effective) welfare program and replaced it with a new one.  Sadly, the successor program was routinely as corrupt and poorly designed as its predecessor. 

As is well known, this six-year rhythm of PRI presidents anointing their successors was broken in the year 2000. For the first time in three generations, Mexico held a fair and democratic election. The famous result: Vicente Fox, a centrist candidate from the conservative PAN party, was elected president. 

A less well-known historic first occurred in 1997. As usual, the PRI administration of the newly elected president, Ernesto Zedillo, cancelled the existing corrupt welfare program. Much less expected, the new administration gathered a group of technocrats to craft its successor, which they called Progresa. Unlike its predecessors, the new program was targeted at ending poverty. Spending was allocated on the basis of Census measurements of poverty in rural villages (instead of being directed to friends of the ruling party). In poor villages, the program was further targeted on poor households (instead of benefiting relatives of the mayor). The technocrats reviewed the literature on the cycle of poverty and chose to focus welfare payments on families with children. Welfare payments were conditioned on children receiving prenatal and well-baby care. Underweight toddlers received nutritional supplements. Older children received scholarships, but only if they stayed in school. 

As remarkable as the non-corrupt nature of the program was the decision to measure its success with a rigorous and open evaluation. The Progresa team brought together both Mexican and non-Mexican scholars to run the evaluation. 

The Progresa program did not have enough funds to implement the program in every poor community in Mexico at once. Thus the program staff and their external advisors randomly selected the villages that would participate in the program in the first year and in each succeeding year.  Randomly choosing the order of implementation is perhaps the fairest system when there are insufficient resources to serve all eligible people. This randomized design created a true experiment—one of the largest and most important experiments in recent decades. 

The Progresa program performed roughly as it was designed to. Babies grew taller and healthier. Children stayed in school longer. Diets improved and immunization rates rose. Families acted as if they had a hope of escaping from poverty, with slightly higher rates of starting new businesses and of higher savings. The program’s success, as measured by the rigorous evaluation, was written up in publications ranging from the American Economic Review (Gertler 2004) and the British medical journal The Lancet (Gertler, Levy and Sepulveda, forthcoming) to Business Week (Becker 1999) and The New York Times (Krueger 2002).

These two revolutions—the defeat of the PRI nominee in politics and the creation of a carefully designed and evaluated program in welfare—combined to create a third surprise. Although each new PRI president had replaced the welfare program of his successor, Fox did not cancel Progresa. Instead, he expanded the program (and renamed it Opportunidades). Progresa/Opportunidades has spawned similar welfare efforts in a half dozen nations around the globe. 

This scenario is a classic version of the benefits of rigorous evaluation. Careful program design led to improvement on important outcomes. A rigorous evaluation of that success led to further success for the program's designers and expansion of the program within the nation and around the globe. 

An unexpected additional benefit was the spread of expertise and interest in rigorous evaluations through much of the Mexican government.  While no complete count exists, it is likely that as of 2005 the Mexican government is sponsoring more ongoing rigorous evaluations than governments of all other developing nations combined. 

Fighting intestinal parasites in Kenya TC \l3 "
PROGRESA/Opportunidades is only one of many cases where a rigorous evaluation documented the success of a program and then led the program to expand. Another recent example comes from a randomized evaluation of a program to fight intestinal parasites, which affect up to a fourth of the world’s population, causing long-term health and learning effects. 

The Primary School Deworming Project was carried out by the Dutch non-profit organization ICS (Internationaal Christelijk Steunfonds Africa) in cooperation with the Busia District Ministry of Health office in Kenya. ICS partnered with academics Edward Miguel and Michael Kremer to examine the impact of a deworming program.  Due to financial constraints, seventy-five rural Kenyan primary schools were phased into deworming treatment in a randomized order from 1998 to 2001.  “The program reduced school absenteeism by at least one quarter, with particularly large participation gains among the youngest children” (Miguel and Kremer 2003). 

Continuing the learning process TC \l2 "
In spite of these successes, rigorous evaluations of the impacts of development programs remain rare. In its first 55 years, the World Bank published exactly zero. The U.S. Agency for International Development (USAID) had a better record: that organization funded one randomized study in the 1970s and another one in the 1990s. Needless to say, one rigorous impact evaluation per generation is not creating knowledge at the needed pace.
 Thus, we know a tremendous amount about the challenges of development, but remarkably little about the most cost-effective means of meeting those challenges.

The costs of slow learning are incalculable. A reasonable estimate is that if we knew how to administer a well-run aid-financed health program, half of all infant mortality could be ended at the cost of a few dollars per child per year. This optimistic calculation was turned into policy advice by the World Health Organization (WHO) in the report of its Commission on Macroeconomics and Health (2001). Their analysis assumes good management and low corruption—assumptions that highlight our ignorance of how to effectively deliver a cost-effective bundle of services. 

The lack of rigorous evaluations also implies that we are not expanding programs that work well.  When projects to address important problems do not yet work well, we are not experimenting to determine why not.  The development sector (broadly conceived) contains of some hardest-working and most noble people alive. It is both unfair and wasteful to embed them in a system that stops them from learning what works.
  Furthermore, the lack of documented successes reduces overall funding for development. 
Obstacles to Learning TC \l2 "
Foreign aid is a vast and complex industry, including multilateral agencies such as WHO and the multilateral development banks (World Bank, Asia Development Bank, etc.); bilateral donors (the largest of which is USAID); global non-governmental organizations (e.g., CARE International); regional, national, and local NGOs; national and local governments; and many other layers.  Ideally, all of the learning produced by the projects these organizations fund and implement would be shared and used by this entire complex. 

To see why learning is not integrated, it is helpful to examine a typical project from donor to implementation.  The institutionalization of learning requires:

1. A structure for making decisions to fund that encourages the integration of rigorous evaluations; 

2. Incentives for donors, and those who implement the program, to favor rigorous evaluations; and

3. Decision makers with the skills to understand the value of rigorous evaluations and with access to experts who can design and implement such evaluations. 

This section outlines how these conditions are rarely met by donor agencies, multilateral agencies, or NGOs and government agencies and how these problems can be remedied. 

1. Structures that impede learning TC \l3 "
The first obstacle to designing and implementing good evaluations of aid projects is a flawed decision-making process.
 While each project has its own history, a typical major program passes through many of the following steps. 
A flawed decision-making process
For example, a loan from the World Bank or the regional development banks begins with a program proposal worked or a grant from a one or more bilateral aid agencies is worked out by a team of Bank or donor agency officials and national officials. The Bank and donor agency officials are rewarded for success in getting loans and grants out the door, and time spent designing a rigorous evaluation impedes the achievement of their lending goals. Government officials face similar incentives to reach a deal.  
Bank and donor employees and government officials typically devote a great deal of time to preparing the documents describing the various projects that will be funded by a loan or grant.  But they devote little attention to designing an evaluation, much less a rigorous evaluation. Unfortunately, it is precisely at this early stage in a project that a rigorous evaluation must be designed and planned.  
Thus, almost all evaluations are designed long after loans or grants are given and after the funded projects have been designed and put in place.  This timing precludes the incorporation of most of the rigorous study designs and any subsequent understanding of the program’s effectiveness. 

In addition, funds often arrive as a project begins, but any long-term impact evaluation occurs years later—sometimes after all of the relevant projects have been completed. At that point, the nation implementing the program may have little incentive (and sometimes no money) to evaluate its impact.  

As is appropriate, an increasing share of aid is targeted to very poor nations. Unfortunately, such nations usually have relatively few experts available to run a rigorous evaluation.  Even worse, government officials typically have no means to identify potential evaluation partners.
 

One could imagine that the aid donors or lenders might perform the rigorous analysis themselves.  For example, the World Bank’s Operations Evaluation Department is formally independent from the departments whose programs and loans it evaluates, and its evaluations are often sufficiently independent of the rest of the Bank to deliver bad news.   The Bank spends about $20 million a year on this department, so resources appear sufficient if spent well.
Unfortunately, World Bank evaluations have traditionally been designed to measure whether the money was spent as planned—not whether the spending was effective at improving health, education, or other goals. The evaluation department starts to study a project years after the project began; thus, there typically are no baseline data and no information on comparison groups. At best, the evaluation department examining an education loan might measure whether the teachers were hired and the students showed up – not whether literacy rates rose and whether a loan or grant had anything to do with it.  
2. Incentives that impede learning TC \l3 "
The development sector is missing incentives both on the demand side to use valid information on what works and on the supply side to create valid information on what works.  
Incentives that reduce the demand for rigorous evidence

On the demand side, many policy makers lack a clear understanding of what constitutes rigorously gathered evidence, and, because evidence rarely comes with any certification of its accuracy, decision makers are left with a bewildering array of claims and no means to evaluate them. Thus many decision makers are uncomfortable arguing for aid based on evident need without being able to make the case for a program’s effectiveness.  

In addition, many of the government, NGO, and other officials who allocate funds and design projects are given only weak incentives to choose wisely. (That is, in contrast to entrepreneurs, officials have little monetary incentive to choose projects well.) In addition, officials rarely hold the same jobs years later, when the results of a project arrive. 

In addition, the evaluation business is an uncomfortable one for people who must report within a hierarchy. The evaluation team that delivers negative findings may fear budget cuts, damage to personal relations, and future career problems.  Even in the American auditing industry (where auditors are formally independent of the company being audited), the desire to find a certain result can lead people unconsciously and consciously to find evidence in support of that result (Moore, Tetlock, Tanlu, and Bazerman 2003).

Designing and conducting rigorous evaluations requires expertise, commitment, and follow-through. An evaluation also implies increased monitoring in general. Such monitoring can elicit higher effort from all of those involved in a project and reduce graft. Both donors and society benefit from the results of increased efforts, the measurement of impacts, and the reduction of corruption. 

Incentives that reduce the supply of rigorous evidence

Many aid donors, multilateral institutions, and national governments fear that rigorous evaluations will show a program to be ineffective. Especially for politically popular programs, the costs of a poor evaluation may loom large (Prithcett 2002).

Similarly, some donors do not encourage or require evaluations for fear that their decision-making processes will be shown to be imperfect. Many donors undervalue the information evaluations provide. That is, they fear that evaluations will wrongly show that an effective program failed and or that a failed program succeeded. No doubt some evaluations will be incorrect; but rigorous evaluations with sufficient sample sizes will produce far fewer errors than other forms of decision making. That is, the quality of ex post beliefs will be even worse (on average) without evaluations. 

An additional disincentive for rigorous evaluations is their relative slowness.  Although some initial data might become available soon after a project begins, the most meaningful follow-up data for many interventions are collected years after a project is approved. The average politician, bureaucrat, loan officer at a multilateral bank, or foundation program officers will not be in the same job in five years. The resulting focus on the short run leads to systematic under-investment in knowledge.

3. Skills for continuous learning are often lacking 

As with incentives, the skills related to continuous learning are frequently missing among both those would could demand such evidence and those who could supply it. 

Missing skills that reduce the demand for rigorous evidence

On the demand side, the typical Minister of Infrastructure knows about politics and about infrastructure, but rarely as much about learning about infrastructure.  Executives in governments and aid agencies rarely know how to distinguish rigorous from less rigorous evidence when they design new programs.  The fact that rigorous evidence is often ignored, in turn, reduces the incentive to produce rigorous evidence in the first place. 
Similar limitations show up when thinking about the value of evaluating a new project.  A wise man once opined: “Tain’t what a man don’t know that hurts him; it’s what he knows that just ain’t so” (Frank Hubbard). One problem in the aid industry is that many practitioners believe with great confidence that they know what will work. As one former World Bank economist explained, experts at the Bank “have too little doubt.” (Lant Pritchett, quoted in Dugger 2004). The same problem also exists in NGOs, where employees often receive low pay and work in harsh conditions.  Such practitioners almost always believe their programs are both useful and cost-effective. They have low demand for rigorous evaluations. 
Policy makers often emphasize that programs are too difficult to evaluate. Randomized controlled evaluations have important limitations when randomization would be unethical, when goals are diffuse and hard to measure, and when a program involves system-wide change (so there is no possible comparison group within the nation).
 While these concerns limit the domain of randomized trials, they often permit other rigorous evaluation plans. In cases when no rigorous evaluation is possible for some parts of a program, policy makers often do not recognize that specific projects within a broader effort can have rigorous evaluations. 

Finally, few politicians understand the role of evaluation both in building support for current successful programs and in furthering global development practices more generally. 
Missing skills that reduce the supply of rigorous evidence

Related obstacles show up with skills missing needed to supply rigorous evaluations.  Staff with expertise on building roads rarely have expertise in designing and implementing rigorous evaluations of when roads are most valuable.  Such staff often know how to find qualified road contractors, but they rarely know how to find and work with experts in the field of rigorous evaluation and do not know how to get funding for a rigorous evaluation.
Conversely, experts in rigorous evaluation often lack the skills of negotiating a rigorous evaluation.  Fine statistical skills do not imply one can explain why and how to carry out rigorous evaluations during real-time negotiations. 

Evaluations Are a Global Public Good

Knowledge about what aid programs work well is a global public good. Such knowledge can improve the effectiveness of aid programs, lead ineffective aid programs to decline in size or close down, and help build support for international aid and development more broadly, as donors see that funds are spent on high-value programs (Duflo 2003). 

Institutionalizing evaluations can create valuable economies of scale: once a team has performed one evaluation, the cost of doing further evaluations can be far lower. And once an evaluation team is working in a region, multiple randomized trials can be done more cost-effectively (Duflo and Kremer 2003).

It thus makes sense for a large foundation or aid organization, either singly or jointly, to fund an international effort to create this valuable public good. 

Important steps so far
The promise of rigorous evaluations has not gone unnoticed.  For example, Appendix 4 describes progress at the World Bank in increasing the number and quality of rigorous impact evaluations.  

A separate set of projects is being run by the Poverty Action Lab at the Massachusetts Institute of Technology (http://www.povertyactionlab.com/). This project has brought together an array of top scholars to help projects run randomized evaluations. They are cooperating with NGOs to evaluate programs around the world, ranging from nutrition and AIDS prevention to scholarships and microcredit. 

While the Poverty Action Lab emphasizes randomized trials—the “gold standard” of evaluations—other study designs are often appropriate.
 A number of researchers and aid agencies are carrying out independent evaluations, often of very high quality. For example, Angrist and Lavy (1999) study how variation in student performance changes when a class size rises from 39 (with one teacher) to 41 (where a school rule requires 2 teachers). This regression discontinuity design can also be used if some applicants to a program have incomes slightly too high to be eligible; those people constitute an appropriate group to compare with applicants whose incomes were just barely below the cutoff (e.g., Buddelmeyer and Skoufias 2004). Similarly, Esther Duflo used a nonrandom but fairly arbitrary school-building program in Indonesia to help understand the effects on children of having a school nearby (2001). 

Ways to accelerate learning TC \l2 "
While far more rigorous evaluations are under way today than even a decade ago, vast opportunities for learning remain.  Taking advantage of those opportunities requires that donors (bilateral donors, multilaterals, and private charities and foundations) make three linked changes in concert with project implementers (NGOs and ministries). They must: 

1. Change the structure for deciding which projects to fund so that rigorous evaluations are easier to integrate into projects;

2. Create incentives for evaluations; and 

3. Help mobilize and develop the skills needed to design and conduct rigorous evaluations. 

Putting these changes in place would ensure that the development world learns more in the next dozen years than it has in the past 60.

Change the structure of decision making TC \l3 " to encourage rigorous evaluations

Donors, NGOs and ministries must ensure that learning is built into most large projects as well as many smaller ones. Such learning requires moving away from tacking evaluations on after a program is designed; good evaluations are usually designed into the program itself. This goal also means moving away from providing funds and starting a program without also exploring whether a rigorous evaluation is possible. 
Structural changes within an aid agency 

The changes must come at three levels. First, aid agencies can integrate rigorous evaluations into their standard procedures. A typical policy to promote rigorous impact evaluations that a board of directors can pass is in Appendix 2.  Programs must be judged not only on their quality, but also on the quality of the follow-up evaluation they propose. For example, the quality of the question (that is, whether the project is of widespread interest) and of the evaluation design might each account for 10% of the potential points awarded it by a potential donor. 

Create a global network to facilitate evaluations 

Separately, the aid sector can create a network of experts on evaluation and members from donors (multilateral and bilateral agencies and foundations), NGOs, and poor nations and their governments.  The goal of this network is to would address the obstacles to rigorous evaluations described above.  For purposes of discussion I will refer to the host institution of these networks as the Learning, Evaluation and Action Research Network (LEARN), although other names (and acronyms) are possible. I first outline the several functions of LEARN and then outline several possible structures for hosting those functions. 

Create a directory of researchers

Because ministries and donors often have a difficult time rapidly identifying qualified research partners, LEARN should maintain a directory of evaluation researchers. Because development projects take place in all regions of the world, it is important that the directory contain information from as many developing nations as possible. LEARN need not establish a quality standard to enter the directory, but should provide standardized information on quality. For example, information on academic qualifications, success (or failure) on previous LEARN projects, and other measures of capability are helpful to users of the directory. 

The directory of rigorous evaluation studies described below will be an important source of information about researchers’ qualifications. It will show which scholars and institutions have a proven track record in analyzing very important questions at the highest level of rigor. Past successes can provide valuable pointers for ministries, donors, and NGOs looking for research partners. More generally, a list of past successes (with contact information for those who carried out the evaluation study) provides a good starting point for future evaluations. 

Establish quality standards for rigorous evaluations 

It is a challenge for each donor and each ministry to set quality standards for its consultants and evaluation teams. LEARN should convene an expert committee to establish minimum quality standards. These standards should explain when various study designs are appropriate and provide quality standards for several common study designs. Appendix 1 outlines some possible standards. Such standards should help reduce the cost of writing requests for proposals, writing rigorous proposals, and reviewing proposals. To increase skills, many sections of the proposed standards should be linked with online teaching materials that address each standard; such online materials are described further below.

Review proposals rapidly  

Agencies beginning new initiatives usually cannot bear substantial delays if they want to integrate an evaluation into a new project. To address these issues, a major capability of LEARN will be the ability to rapidly review proposed evaluations.  External review by experts is important as ministers and executives in NGOs are not typically also experts in judging the quality of proposed evaluations. 

Rapid reviews can be accomplished with a rotating panel of reviewers with different specialties (sampling and statistics, regions, and issues such as health, small business, or education). This committee of experts on evaluation could provide a rapid and impartial assessment to donors, NGOs, and ministries about whether their consultants, academic partners, or in-house staffs were proposing a rigorous evaluation. 

Provide a “seal of approval” for rigorous evaluations. 

A further obstacle to rigorous evaluation is that once evaluations are done, policy makers have a difficult time identifying which pieces of evidence are scientifically sound. As such, rigorous evaluations are not always given more weight than weaker evaluations when choosing policies. This under-weighting of strong evidence reduces incentives to create rigorous evaluations. In addition, evaluation specialists face incentives to report favorable results so as to increase the probability of repeat business with aid agencies and ministries. 

A review process for evaluation reports can help solve both problems. Thus, LEARN’s review committee should also referee completed evaluations. 

In addition, LEARN should maintain a directory of rigorous evaluations to help policy makers use these findings. Several ratings might be possible depending on the evaluation’s rigor. Knowing that results will be disseminated widely will provide an additional incentive for policy makers to implement rigorous impact evaluations.
 

Determine priority topics

It is particularly important to evaluate projects where the evaluation results would be useful to other nations facing similar problems. LEARN should convene a panel of evaluation experts and government officials from poor nations to identify a handful of priority topics for rigorous evaluations. Donors should be aware of these priorities in choosing what pilot projects and evaluations to fund. Correspondingly, such a list would encourage NGOs and ministries to choose pilot projects of global importance.
LEARN should also encourage an appropriate distribution of evaluations across policy domains, demographic groups, and regions. For example, until recently almost all clinical trials for drugs in the United States involved men (Lauerman, 1997), leaving a knowledge gap concerning the effects of many drugs on women. The solution for drug companies was not to stop rigorous evaluations, but to have more evaluations and to make evaluations large enough to test for different effects for different groups.  

Build skills TC \l4 "
Every participant in the aid industry needs to understand the costs, benefits, and possibilities of rigorous evaluation. 
To create demand, program officers in foundations, ministers in poor nations, and executives in development banks and donors need an understanding of the need for evaluation.  They also need a basic understanding of how to differentiate rigorous evidence from other sources of information.  

Thus, donors should develop briefing materials targeted at high-level policy makers and loan officers in the major donor agencies and recipient nations. For example, Esther Duflo has an excellent introduction targeted at World Bank officials (2003). Donors (bilaterals, the World Bank, and other multilateral institutions, and foundations) should sponsor courses in evaluation methodologies for high-level officials in governments, NGOs and at the donors themselves. These courses should both explain the value of evaluation and outline some techniques. The goal is not for the policy makers to become statisticians, but for them to understand the issues in building a rigorous evaluation into the design of a program. 

Experts in evaluation should set up briefings for ministers as they pass through Washington DC, the United Nations in New York City, Geneva, and other large cities.  Briefings could also be held at meetings of decision makers (Organization, the International Monetary Fund (IMF), and the Organization for Economic Cooperation and Development (OECD).  In short, LEARN should coordinate a global effort to advocate for rigorous impact evaluations.
 

To enhance supply, the staff in all agencies also must know why rigorous evaluations are important and how to carry out an evaluation or find those qualified to do so.  Thus, in addition to the courses for high-level decision makers, experts from poor nations should partner with academics and professionals in donor agencies such as the World Bank to run training institutes in how to run evaluations. LEARN should have funds to sponsor scholarships for managers and professionals from poor nations to attend existing courses as well. 

Importantly, recent innovations have shown how randomization can be applied in many more cases than scholars or practitioners had anticipated a decade ago. There have been randomized evaluations on topics as diverse as abolishing school fees, empowering women, and promoting pre-tax savings plans. The majority of aid projects can be examined in this way—but because some of the techniques are new there is a need to get the word out. Appendix 3 provides some examples of opportunities for randomization.  The courses should explain other rigorous study designs in addition to randomization. At the same time, most aid agencies have sponsored zero randomized trials. The goal should be to have a meaningful number of randomized trials.  

Complementing these strategic-level skills, the aid agencies should also create an online library of information on rigorous impact evaluations. It should lead agencies through the procedures of designing a study, randomization, and other rigorous study designs; provide opportunities to use administrative data to reduce costs; and so forth. The library should also contain a set of past surveys that cover typical topics analyzed in impact evaluations.
 

Improve incentives

There are several partial solutions to the poor incentives that impede rigorous evaluations. This section outlines a few low-cost steps, while the next section outlines a larger and more comprehensive solution. 
Provide grants for project design 

Ministries and NGOs in poor nations often do not have the specialized skills to write a proposal for a rigorous evaluation. Even worse, they may not be able to persuade those who have those skills to work with them to design a rigorous impact evaluation. 

LEARN should provide small seed funds to pay for the design of project evaluations. It is crucial that this seed funding be available quickly so that any ministry or NGO with a large enough project can engage outside experts in the design of an evaluation. This grant would cover part of the costs of designing an evaluation proposal. Proposals for these funds should be very short and primarily indicate that an established development agency (NGO, ministry, etc.) is interested in working with an established expert in the field of evaluation. 
Maintain incentives for cooperation

Nations already receiving loans or grants may be tempted to renege on their obligation to fund rigorous evaluations. In such cases it may be important to delay some tranches of a loan or grant (and of any grants for research) until an evaluation has been designed and (in some cases) implemented. 
A rigorous evaluation reduces incentives for corruption because the evaluation is likely to detect it at an early stage. Agencies with lower corruption are also more willing to cooperate with a rigorous evaluation; a benefit of giving some preference to proposals with rigorous evaluations is that it will lead to fewer corrupt projects.  Thus, at agencies with complex review procedures to detect corruption, it makes sense to eliminate or reduce the burden of some review procedures for projects with an integrated rigorous evaluation.
 

When rigorous evidence is disappointing, it is important to continue with experimentation coupled with rigorous evaluations (rather than quit trying). For example, a randomized evaluation of providing textbooks to poor rural schools in Kenya showed that only those already doing well in class benefited (Glewwe, Kremer, and Moulin, n.d.). The conclusion was not that schoolchildren in Kenya do not need textbooks. Instead it highlighted that textbooks written in English (the third language of the students) and a curriculum set in Nairobi were inappropriate for many children in poor rural areas. The children did not need fewer textbooks, but more appropriate educational techniques and inputs.

Reward rigorous evaluations TC \l3 "
As noted above, incentives often do not reward rigorous impact evaluations. The poor incentives to create rigorous evaluations could be ameliorated with symbolic rewards. For example, LEARN could: 

· reward a country (or ministry, or loan officer) for the best evaluation plan and for the best evaluation report

· widely publicize rigorous evaluations and make global heroes of the loan officers, borrowing-nation ministers, etc. For example, LEARN can write up successes in the popular media and pay for those associated with rigorous evaluations to describe their findings to others around the globe. 

Some career incentives must come from outside LEARN.  The World Bank, other multilateral institutions, and major donors should make clear that, ten years from now, no career will succeed without involvement in programs that had rigorous evaluations. 

Organizational structures

LEARN is largely a network of networks. At the same time, it needs some core organizational structure. Several such structures are possible. It would be simplest to have a major foundation initiate a program in development evaluation. The foundation could then recruit the several expert committees. 

In another version the foundation would contract with an established research organization to host LEARN and coordinate the several committees. 

Alternatively, a consortium of research and policy organizations from different nations could jointly administer the several ad hoc committees. Having multiple organizations involved would increase LEARN’s legitimacy and engage more of the necessary expertise. The downside would be higher coordination costs and lower accountability than if a single organization administered LEARN. 

The key point is that for a modest cost any major donor (such as the U.S. government, the World Bank, or a major foundation) could build an infrastructure that greatly reduced the cost of credible rigorous evaluations. 

Paying a portion of rigorous evaluations

Although the capabilities described above could be created for a fairly modest cost, they do not address the cost of rigorous evaluations themselves.  It is both unfair for a relatively poor nation such as Honduras or Ghana to foot the bill for an evaluation that is a global public good; as importantly, such nations are unlikely to choose to spend their scarce resources for such a purpose.

A club model of collective payments

One solution would be for many major donors (nations, multilaterals, and foundations) to form a club whose members contribute to a pool of funds for rigorous impact evaluations; this proposal is more fully developed in Center for Global Development (2005). 

Agricultural research is in many ways a similar public good. The wealthy nations and foundations of the world have funded, in partnership with poorer nations, a network of agricultural research: CGIAR (Consultative Group on International Agricultural Research, www.cgiar.org). CGIAR and its partners helped bring about the Green Revolution. Because learning about what programs are effective is a global public good, it is appropriate to pay for rigorous impact evaluations out of operational funds (not administrative funds). 

This structure has the advantage that all or most of the major funding agencies are jointly paying for a global public good that benefits them all. This mechanism for solving public goods problems is often recommended by economists. Moreover, with an outside source of funds, ministries and NGOs would have a powerful incentive to apply for funds to pay for a rigorous evaluation. 

The downside of this approach is that many donors are likely to balk at parting with their scarce funds. Moreover, the club does not provide many advantages for agencies that are already creating rigorous impact evaluations. Thus, it is important to explore alternative means of achieving the same goal. 

A collective agreement

The goal of collective action is for all or most major donors to increase their pace of knowledge creation. In the model described above, this goal is reached by agencies pooling their funds for rigorous evaluations. This goal can also be achieved with a collective agreement. For example, the multilateral banks and the OECD donor’s group DAC could collectively agree that they will each implement policies to ensure a steady flow of rigorous impact evaluations. (Again, sample language is in Appendix 2.)

To accomplish this goal, the major funding agencies would each designate a pool of funds for rigorous impact evaluations. For the reasons stated above, some of these agencies may be loath to move to this model. Thus, the governments that appropriate funds should encourage such shifts via their representatives on the boards of directors of the multilaterals and through legislation or executive mandate at bilateral aid agencies. 

When PROGRESA/Opportunidades expanded in Mexico, the National Institutes of Health (NIH) in the United States helped fund part of the evaluation. It would be appropriate for NIH and the National Science Foundation in the United States and similar research agencies in Europe and Japan to help fund a portion of evaluation research. Even when a project being evaluated is funded by a loan, it is crucial that most of the evaluation costs be funded by grants.

The downside of the decentralized funding is the loss of strategic integration; for example, identifying the highest priority topics.  The advantage can be far lower costs of coordination.  Thus, the design of rigorous evaluations can begin immediately, with no need to wait for a new organization to have negotiated rules, etc. 

The two models can exist side by side with a “play or pay” model.  Development agencies might agree to fund a certain level of rigorous evaluations (as determined by LEARN’s refereeing process) or pay into the centralized evaluation club. 

Lessons for other stakeholders 

For simplicity, this article has focused on the multilateral development banks and the bilateral aid agencies. Other stakeholders can help improve the rate of learning dramatically in our aid system as well. 

The Role of Major Foundations 

For a number of years, major foundations have routinely spoken of accountability and of the importance of disseminating good practices. Many foundations have increased attention to monitoring expenditures, and some foundations now require measurement of some impacts. In addition, several important evaluations have received foundation support, such as studies of school reform in India (described in Duflo and Kremer 2003: 21). 

At the same time, no foundation routinely includes rigorous impact evaluations of even the major endeavors they sponsor. Like the multilateral development banks, foundations have the wrong structures of decision making, the wrong incentives, and a lack of skills in rigorous evaluation (Bickel, Nelson, and Millett, 2002). Structurally, the annual grant cycle usually leaves too little time for developing a careful evaluation. Foundations tend to respect the sacrifices people in nonprofits make to work in that sector and do not want to spread bad news about ineffective programs. Instead of being rewarded for rigorous evaluation of their projects, foundations face the possibility of embarrassment if evaluations are negative.
 

While the obstacles are real, the lack of evaluation is disappointing because knowledge of what works is a public good—and foundations exist to provide public goods. In addition, rigorous evaluations of successful programs speed the diffusion of innovations. Most foundations advocate for such diffusion. 

Thus, the major foundations should undertake two related initiatives. First, their boards of directors should endorse a policy promoting rigorous impact evaluations similar to that outlined for other aid agencies (see “Policy Change,” above, and Appendix 2).  As with governmental aid donors, a collective agreement may be appropriate, as each evaluation of one foundation’s project makes life easier for decision makers at other foundations working in that sector. 

As part of this initiative, major foundations should partner with a pool of experts in evaluation so they are prepared to quickly match new projects with experts who can help integrate a rigorous evaluation. Each major foundation should set up a distinct pool of funds solely available for projects with rigorous impact evaluations. 

Second, the major foundations should individually or collectively create a pool of funds solely for rigorous evaluations and a process for rapidly judging proposals for rigorous evaluations. The goal would be to make it possible for any initiative (whether from a multilateral bank, bilateral aid agency, NGO, government ministry, or public-private partnership) to apply for funds for a rigorous evaluation. 

Ideally the foundation or foundations would partner with LEARN and rely in large part on LEARN’s determination of evaluation priorities and rapid review of proposals. The donors could delegate decision making to LEARN (so that the LEARN committees allocated funds) or retain control of the funds and commit to relying heavily on LEARN recommendations.

With a relatively modest sum of money, the world could rapidly learn which development projects bring about improvements in people’s lives. There is no better way to create the multiplier effect foundations seek, where a single set of projects can catalyze change globally.  Increasing the number of rigorous impact evaluations is the single largest opportunity the foundation world faces today. 
The Role of NGOs

NGOs come in a vast array of sizes, missions, and capabilities. Nevertheless, the lessons above apply to many NGOs as well as public-private partnerships. 

Many of the largest NGOs operate with major grant funding from donor nations. For such NGOs, a capability to conduct rigorous evaluation would be a selling point for their ability to fulfill their mission. 

In the short run, the organizations that helped run the successful program would receive credit for their documented success. This would greatly expand an NGO’s financing and the demand for that NGO’s services. 

A rigorous evaluation showing the success of a program would also expand the rate of adoption of that program elsewhere in the world. This dissemination would multiply each NGO’s ability to improve the world. As noted above for foundations, such expansions are typically within the mission of the NGO. 

In the primary school deworming project example discussed above, the rigorous evaluation had the effects one would hope for. The program has expanded far beyond its first few hundred schools, and the government is planning to expand the intervention in all areas with high parasite burdens. 

The diffusion of programs that incorporate rigorous evaluation would be especially important for organizations driven by specific values. For example, proponents of family planning would likely be delighted if the social marketing of condoms were shown conclusively to reduce HIV/AIDS rates in a community. Such proponents typically wanted to increase access to condoms even before the AIDS pandemic. Similarly, Catholic organizations would likely be delighted if teaching abstinence before marriage were shown conclusively to reduce HIV/AIDS rates in a community. Again, Catholic religious leaders wanted to increase abstinence before marriage even before the arrival of AIDS. 

Drug companies race to perform randomized controlled trials because billions of dollars of revenue can follow a success. When more public, private, and nonprofit agencies running aid agencies learn the benefits of rigorous evaluations, these organizations will also compete to run the most rigorous evaluations of development effectiveness. 
Bilateral donors and Unrestricted Budget Support

Many governments, particularly in Europe, are moving from the support of specific projects to budget support (that is, unrestricted transfers of funds). To some extent, the ministries of finance and planning have incentives to care about projects’ effectiveness, just as donors do. At the same time, as emphasized above, many of the benefits of rigorous evaluations are enjoyed by other nations. It is thus unreasonable to expect poor nations to divert funds from operations to pay the full cost of a rigorous impact evaluation. 

The implication is clear: donors should set aside funds (or matching funds) that are available only for rigorous impact evaluations. With this structure, poor nations would not be diverting their own resources from their operations, but using funds that would not otherwise be available. This pool of funds could be established by each donor for each recipient nation. Better yet, multiple donors could pool their evaluation funds for each recipient nation (creating a single pot of money each nation could apply for), or each donor could pool their resources for recipient nations (so that recipient nations could apply for evaluation funds), or both. When capabilities exist (facilitated by the system of external review outlined above), the Ministry of Finance or Budget in each nation can administer that nation’s pool of funds. 

If the donors choose to pool across both donors and recipient nations, the result would be the club model of collective payments described above (and in the related proposal by Center for Global Development [2005]). 

Conclusions

The world is complex and ever-changing. No single set of development policies applies everywhere. In addition, new problems are always arising. HIV/AIDS was unknown in the 1970s, and SARS appeared in the 1990s. Even before malnutrition is eliminated, most nations experience an upsurge in obesity and related ailments. The point of all this variation is that the development community needs continuous learning. 

The good news is that the World Bank has recently started a number of rigorous evaluations with carefully chosen comparison groups and baseline data; a few of these studies even have randomization. The bad news is that these projects are often challenging to start, as dedicated staffers fight to change current procedures and create new incentives for promoting learning.

I hope that if the aid industry can show that it systemically spends money on programs with rigorously proven track records then the legitimacy and support for foreign aid in general will increase. Such a track record can only help the reputation and funding of institutions such as the World Bank and USAID. 


Donors, NGOs, ministries, and multilateral agencies following the policies described here will multiply their effectiveness as others adopt the methods and strategies that have proven successful. New projects will have a large and growing body of evidence to use when designing their own policies and priorities. 

Lack of evidence about programs’ effectiveness is one reason that overall funding is low. Rearranging deck chairs on the Titanic will not suffice. Showing that funds flow to programs with proven effectiveness can increase the political popularity of foreign aid. 

For generations aid agencies have said they want to do more than “give people a fish to make a meal.” Support for aid will increase dramatically when agencies can show they are truly “teaching people how to fish” and breaking the cycle of poverty.
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Appendix 1: What Is a “Rigorous” Evaluation?

No recipe will ensure that an evaluation produces the correct result. Nevertheless, rigorous, credible and transparent evaluations are more likely to be valid, useful, and used. Such evaluations typically meet the following standards: 

Process

· Rigorous evaluation almost always requires integration into a project design. At a minimum, it is usually important to identify the baseline status of those groups receiving the program and their comparison (or “control”) groups. Even better, early integration of program evaluation and design often permits the rollout of a program to be randomized, leading to more convincing results. 

· The evaluation is supervised by an independent research team.

· Evaluation designs undergo a peer review by experts in evaluation (preferably prior to decisions about funding).

· All evaluation results are disseminated publicly. 

· This requirement avoids the problem of selectively publishing favorable evaluations.

· To reduce the costs of other evaluations, the survey instrument is made available on the Web as soon as possible (in the language of the country where the program is implemented and preferably also in English). 

· To permit re-analysis and increase transparency, the data are available on the Web in a timely fashion (consistent with privacy considerations). 

Substance

· Because randomized trials are more convincing than other research methods, evaluations should involve randomization when practical and ethical. When randomized trials are not feasible, examining changes over time between carefully matched comparison groups or other rigorous study designs can be reasonable alternatives. 

· Simple before-and-after comparisons are not sufficient to count as “rigorous,” because they do not show whether the program itself was responsible for any changes. 

· Proposals for a rigorous evaluation include calculations showing the study is large enough to identify, with high probability, effects large enough to matter for policy purposes (“power calculation”). 

· Because some impacts take years to appear, some rigorous studies need long lives relative to most program funding cycles. When spillovers are potentially important (e.g., when studying infectious diseases), evaluations of community-level effects are included.

· Evaluations should be based on a theory of how the intervention will affect the impacts.  To be convincing, evaluations provide evidence that the purported causal channels were affected by the intervention (Victora, Habicht, and Bryce 2004). For example, it is important to determine whether a nutrition education program led to faster child growth; at the same time, the findings are far more convincing if the evaluation study also documents changes in food purchases. The best evaluations look for unintended consequences and study the process of implementation, typically using qualitative methods. 

· Evaluation reports should describe the intervention in substantial detail.  The reports should also provide information on the context.  Contextual information is crucial if the broader development community can develop regularities about what forms of intervention are effective in different settings.  

How do rigorous impact evaluations relate to other forms of evaluation?

Most aid organizations, like many other organizations, engage in a variety of forms of evaluations.  For example, operations evaluations create qualitative feedback of how programs are operating.  Such evaluations are important in their own right and also important complements to most rigorous impact evaluations (Victora, Habicht, and Bryce 2004).  

Evaluations for continuous improvement provide rapid feedback about new innovations, permitting decision makers to spot problems and experiment with solutions.   Such feedback can often be integrated into rigorous impact evaluations—for example, when decision makers use the data from the treatment sites to improve the program.  In such situations the impact evaluation examines the effect not of the prototype program as originally designed, but of the combination of the prototype program plus the improvements made. 
The key point of the proposed policies is not to privilege rigorous impact evaluations as the only valuable form.  To the contrary, the goal is to ensure rigorous evaluations have an appropriate place in the portfolio of evaluations a major donor funds and a ministry or aid agency performs. 
 Appendix 2: Policies for Boards of Directors

Legislatures in donor nations, boards of directors of major foundations and charities, the boards of directors of the major multilateral institutions, and the OECD donor’s group DAC should all institutionalize rigorous evaluations. A typical policy would be:
 

1) All major non-emergency programs should be based on rigorous scientific evidence showing the programs are tested and efficacious. 

· “Tested and efficacious” refers to evaluations that clearly differentiate the effects of the program from what might have happened without the program. 

· When rigorous scientific evidence is present, projects can receive preference if they (i) identify the interventions backed by strong evidence that the applicant plans to implement and cite the relevant randomized trials and other supporting evidence; (ii) discuss the applicant’s strategy to foster widespread implementation of these interventions with close adherence to the details of the interventions; and (iii) discuss how the applicant will evaluate, after grant award, whether it is successfully implementing the interventions with fidelity and whether they are having the desired effects. Alternatively, the fidelity of implementation after a grant award could be assessed by an independent evaluator.

· Program effects often depend on context. Thus, evidence should be drawn from a comparable context or used with caution. 

2) When rigorous evidence is lacking in a policy domain, one or more projects in that domain should include an independent rigorous impact evaluation. 

· “Impact” refers to evaluations that go beyond monitoring the process and implementation of the program and measure the program’s effects on achieving its goals. 

· A “policy domain” is a major policy area such as reducing HIV/AIDS, improving access to microcredit, improving access to clean water, or improving elementary school attendance. Each institution can define its major policy domains. 

· All projects should receive a rating on the quality of the planned evaluation.  A rigorous evaluation should improve the odds of funding a proposal.
· Comment: In many cases an evaluation will cover only one or a few projects within a larger program or loan. Credit should be given for projects that incorporate rigorous evaluations, but it is not necessary for all of them to do so. 

· Within five years, at least 0.2% of loans and 0.4% of grants should be allocated for randomized evaluations in a fashion that ensures the evaluation is credible and transparent. 

· As a condition of the grant or loan, grantees and borrowers must agree to work with the researcher selected by the evaluation unit to carry out the evaluation (and to design their projects accordingly, with treatment and control groups and with randomization or another appropriate method).

· Monitoring and evaluation funds can be shifted from one project in a policy domain to another project in that domain that also has a rigorous impact evaluation.  

· Comment: All projects in a policy domain should benefit from the results of any rigorous evaluation. 

· When projects are funded by loans, a substantial share of the impact evaluation should be funded by an associated grant. 

· Comment: Grant funding is appropriate because the impact research should be helpful for many nations’ projects.

· When rigorous scientific evidence is lacking, it is often appropriate to sponsor several pilot programs with rigorous evaluations. 

· Comment: Experts from the scientific, NGO, policy, and government sectors can often help identify promising approaches that are not yet being fielded but are appropriate for pilot testing. Such an advisory board should also help prioritize possible evaluations based on where knowledge is lacking, where the development problem is large, and where an evaluation has the potential to improve resource allocation. 

Requiring evidence-based decision making automatically creates incentives for rigorous evaluations. If aid agencies and NGOs knew that future funding would rise substantially for programs with a proven track record, they would have strong incentives to implement rigorous evaluations. 
Appendix 3: Randomization is Often more Feasible than Policy Makers Believe

While randomizations are not always feasible or the most effective form of rigorous evaluation, the current (almost-zero) pace of randomized trials leaves substantial room for increase. Many policy makers believe that rigorous evaluations are difficult and that randomized evaluations are impossible. Fortunately, in many cases, randomization is relatively easy to achieve. 

For example, in the Progresa and deworming studies cited above (Gertler 2004; Kremer and Miguel 2003), the programs did not have funding to start in all communities at once. When this is the case, it is often feasible to randomize a project’s rollout across communities, schools, or other units. 

Other programs attempt to change people’s social or economic behavior by providing information or incentives or by offering low-cost services. For example, it is often straightforward to distribute information or to mail offers to a randomly chosen set of people or households (e.g., Duflo and Saez 2002; Karlan and Zinman 2004).  In the United States, a state even experimented with how best to remind companies to file their late taxes – saving millions of dollars (Sherman et al., 2004). 
Some programs direct people to one of several service providers, such as job training providers who serve welfare populations in a city (see Robins and Spiegelman 2001). For applicants whose characteristics fit the services of more than one provider, it is again straightforward to assign applicants randomly. 

Many other programs have a waiting list or have more applicants than resources to serve. It is both fair and straightforward to allocate slots among eligible applicants using a lottery, which provides a randomized control group. For example, Colombia ran a very large lottery to distribute vouchers to pay much of the cost of private schools (Angrist, et al. 2002; Angrist, Bettinger, and Kremer forthcoming). Random selection from a larger group can provide enormous learning benefits.  

In all of these cases the randomization is relatively low-cost and straightforward. 
In many cases experiments can be run at low costs because administrative data already collected about loan defaults, health care, school test scores, or other sources are sufficient for conducting evaluations. In other instances, baseline data can be collected as part of the initial application for a program. Such measures can substantially reduce the costs of a rigorous evaluation.

Even when randomization is not feasible, many programs can be evaluated rigorously by comparing outcomes of those barely eligible for a program (e.g., a microfinance loan or a school scholarship) with those barely ineligible.  That is, poor people who receive a subsidy may on average do worse than prosperous people without the subsidy – a result that has nothing to do with the effectiveness of the program.  At the same time, the richest person still eligible and the poorest person who is not eligible are probably quite similar.  If the poor-but-ineligible person fares better than the eligible counterpart, it is unlikely the program works as promised.  As cited in the text, Angrist and Lavy (1999)  and Buddelmeyer and Skoufias (2004) use versions of this “regression discontinuity design” to study development-related questions.

While these examples tend to be from health and education, rigorous evaluations can help understand how best to increase voter turnout, what forms of aid will help small businesses, when paved roads are effective in increasing social development, and many other questions. 
Appendix 4: Innovation at the World Bank

When I first drafted this article in early 2005 I was describing aid agencies as they existed at that time or a bit before.  Happily, the World Bank (under the leadership of Chief Economist François Bourguignon) has taken the lead in promoting rigorous evaluations by attacking each of the obstacles I have emphasized: misaligned incentives, lack of skills, and decision-making structures that consider the evaluation too late in the process.  In 2004 alone, the World Bank organized “large-scale impact evaluations, including randomized trials, of programs to upgrade slums, improve the performance of schools and keep children healthy and in class. The programs will be tested in dozens of countries” (Dugger 2004). If these results later affect policy, they hold the promise to vastly improve the quality of future aid programs.

This box outlines some of the important steps the Bank undertook by the middle of 2006, as well as remaining obstacles.
  Importantly, many of the resources the Bank was able to mobilize are not available at other aid donors or agencies.  Other agencies’ inability to replicate the Bank’s in-house capabilities makes clear the importance of the policies described in this article. 

Acquiring appropriate skills

The World Bank is unique among development agencies in having a large number of highly skilled economists who analyze microeconomic datasets.  Prior to the new emphasis on rigorous evaluations, many of these economists spent much of their time looking for “natural experiments” in datasets collected for other purposes. Thus, the Bank research leadership was able to convince many of these economists to work on rigorous evaluations, as rigorous evaluations often provide natural experiments and (in some cases) permit the researchers to help design true randomized experiments.  

Complementing the incentives for in-house researchers to assist in rigorous evaluations, the Bank created a list of qualified external experts to work on such projects.  The goal of a pre-qualified list was to reduce the time needed to find assistance while maintaining quality standards. 

Recruitment of skilled researchers was matched by enhanced training of loan officers (called Task Managers).  Such training included introductory training for new employees that explained why and how to perform evaluations; seminars covering rigorous evaluations specific to regions and to sectors such as infrastructure or health and education; and more advanced weekly seminars related to impact evaluations.  In addition, the Bank posted materials to its web site that described why rigorous evaluations were important and outlined how to perform them.
 

Improving Incentives

The World Bank considers itself in the business of providing global public goods, so it is consistent with its mission to create rigorous evaluations that inform policy-makers about what policies are effective.  As emphasized above, that big-picture alignment does not automatically provide incentives for all the parties that must agree to create a rigorous impact evaluation, given that individual loan officers, borrower governments and ministry officials are not in the business of providing global public goods – particularly those whose results arrive too late to help improve the current project.  

The Bank mobilized existing resources and added a small amount of new resources to help address this issue.  For example, the Bank already had competitive in-house research grants of up to $75,000.  Several teams won these grants to help pay the start-up costs for rigorous evaluations.  For larger sums, the Bank sponsored some rigorous evaluations with trust funds donor nations had given to improve various aspects of operations.  The use of trust funds has sometimes been challenging as each fund has various rules (e.g., only to be used in very poor nations) that imply a given evaluation often requires a negotiation with the donor.

The Bank provided incentives for rigorous evaluations in part by combining two existing incentives for the Research Department staff: Researchers were already rewarded for refereed publications and researchers were already required to sell a share of their time to operating departments.  Because rigorous impact evaluations have the potential to generate top-quality research, research staff have an incentive to promise a “match” of research time when a project purchases some of their time to assist in rigorous evaluation.
  

The only truly new funds the Bank provided researchers were mini-grants that help researchers visit the nations where rigorous evaluations may be possible. 

Some government officials found it in their interest to work on rigorous evaluations.  Governments were already required to spend a meaningful sum on monitoring and evaluation (M&E).  Often these evaluations were a few interviews by a consultant.  Thus, borrowing nations had access to funds for rigorous evaluations that did not have any incremental cost.

This incentive was stronger when the Bank was providing grants, not loans.  (The World Bank has just begun to distribute grants, as opposed to loans.) For these grants the Bank requires recipient governments to show effectiveness. Recipient nations find that a rigorous impact evaluation provides a solution to this requirement. 

As of early 2006, the Bank has not changed the incentives facing Bank loan officers.  Successes have relied primarily on the intrinsic motivation of a subset of loan officers (for example, those with Ph.D.’s themselves), which may not be sufficient to ensure a continuous flow of good projects. 

Improving decision-making structures

The final area the Bank has addressed is improving the structure of decisions so that rigorous evaluations can be integrated into new programs.  An important innovation has been a series of Evaluation Clinics where loan officers describe projects that are in the pipeline to experts in rigorous evaluation.  These experts provide advice on how the loan officers can evaluate their programs, with topics ranging from study designs to how to sell the evaluation process to the partner government ministries.  Through the end of 2005 most of these clinics had occurred primarily in the health and education sectors, although other sectors were planning to introduce clinics as well.

The Progresa evaluation (described above) has been very influential for other projects involving health and education in Latin America.  In the corresponding groups in the Bank, loan officers have acquired the habit of running projects by experts in rigorous evaluation who worked in the Latin America office.

Separately, the Bank reinvigorated two cross-bank networks of Bank staff.  They hired Paul Gertler, an expert in rigorous evaluations, to be Chief Economist of the Human Development network.  This network held some of the Evaluation Clinics described above.  Gertler has helped design several of the Bank’s new rigorous evaluations.  Separately, the Bank restarted the dormant Evaluation Network with an emphasis on rigorous impact evaluations.  The staff of this network have helped create some of the training materials described above. They also created a database of impact evaluations and of well-respected evaluation consultants – both organized by sector and region.  These resources make it easier and more rewarding for a loan officer and a borrowing government to engage in rigorous impact evaluations.  

Discussion 

In the past, the World Bank has tried broad structural changes to promote rigorous evaluations. Each effort bogged down with layers of decision-makers debating issues such as who would pay and whether a new unit was needed to perform the rigorous evaluations.  Each effort then lost momentum as time passed and people moved to new positions. 

The efforts in recent years differed because the Bank largely redirected and focused existing resources toward rigorous evaluations, minimizing formal policy changes. Thus, the effort ramped up fairly rapidly.  

One lesson from this experience is quite positive: aid agencies can try to redirect and refocus existing resources toward rigorous impact evaluation without major policy changes.  A complementary lesson is more negative: no other development agency has so many assets (ranging from research economists to trust funds) that they can allocate to rigorous evaluations – even with top-level support. 

An additional lesson from the World Bank’s experience is that new programs and changes can be carefully targeted to overcome obstacles to rigorous evaluations.  For example, at the Bank the new programs included workshops with loan officers, mini-grants, and a new budget category called “evaluation” – all rather modest in scale.  What they shared was careful targeting to existing obstacles.  Other aid agencies may need careful analysis of roadblocks to identify where incremental changes can help

The final lesson from the Bank’s experience is that bottom-up changes can be hard to sustain. The Bank has not institutionalized the changes described here.  A new management team, or even a new Chief Economist, might end this wave of rigorous impact evaluations. At the same time, current evaluations provide groundwork for future institutionalization.  Proponents hope that these first attempts will demonstrate that rigorous impact evaluations are feasible, useful, and not too costly; thus, this first wave will reduce resistance to institutionalizing rigorous evaluations.  It remains to be seen if the approach that has worked well at the Bank so far can be sustained.
The willingness of the Bank to sponsor randomized trials is a testament to the professionalism and dedication of its staff. At the same time, these innovative programs often put the staff in an unfair position, where they put their own career and projects at risk to provide the global public good of learning.  In the long term, staff in development agencies will only create rigorous evaluations if such behaviors are rewarded.  As I write this in 2006, it is unclear if the World Bank will institutionalize its promising efforts to create such rewards. 

* Haas School of Business, University of California, Berkeley, levine@haas.berkeley.edu. I appreciate discussions with Sarah Barber, Jon Baron, Tania Barham, Esther Duflo, Kristin Forbes, Paul Gertler, Rachel Glennerster, John Hurley, Michael Kremer, Daniel Levine, Ruth Levine, Richard Manning, Jonathan Olsson, William Savedoff, John Simon, Sebastian Martinez, Ted Miguel, Bobby Pittman, Gordon Rausser, Kristi Raube, Nilmini Gunaratne Rubin, Nora Silver, and staff at several aid agencies (AFD, DICA, DFID, IADB, MCC, USAID, and the World Bank), NGOs, foundations, and the Center for Global Development Evaluation Gap working group. Conclusions and any errors that remain are my own. 


� Related descriptions of the opportunities and obstacles facing rigorous impact evaluations in development projects can be found in Clapp–Wincek, Cynthia, and Richard Blue (2001) referring to USAID, World Bank (2005), and Kremer (2002).  Similar points about policies in the United States can be found in the fields of education (Burtless 2002; Whitehurst 2003), social welfare (Moffitt 2002), criminology (Sherman and Strang 2004), and social science research more broadly (Sherman 2003). The obstacles to learning and rigorous evaluation highlighted in this essay operate very similarly in the United States public sector (Levine 1998) and in private companies as well (Levine 1995). 


� Center for Global Development (2005) and Kremer (2002) present additional evidence on the lack of rigorous impact evaluations. An important early rigorous evaluation was of the 1970s introduction of family planning services in the Matalb region of Bangladesh (Population Reference Bureau 1993).


� At the same time, progress toward eliminating global poverty is frequently not the goal of aid. For example, in many nations bilateral aid attempts to purchase goodwill, provide business for powerful companies, and meet other political goals. In other cases the lessons of learning might not be politically acceptable. For example, the United States has long-standing policies opposing illegal drug use and favoring voluntary control of medical records. Thus U.S. government policy might not change rapidly if it were found that needle exchange or mandatory HIV testing helped slow the spread of HIV/AIDS. 


� Some projects have many components. Rigorous evaluation might only be integrated into some portions; for example, it is hard to do a rigorous evaluation of a macroeconomic intervention. 


	This section draws on over 40 interviews with over 30 current and former officials and staff from aid agencies from Canada (CIDA), Germany (BMZ and GTZ), France (AFD), the UK (DFID) and the United States (USAID and the Millennium Challenge Corporation), the United States executive branch (National Security Council [NSC], Treasury Department, Council of Economic Advisers [CEA], Office of Management and Budget [OMB] and the State Department), Congressional staff, practitioners with NGOs, academics, the World Bank, Inter-American Development Bank, European Bank for Reconstruction and Development, several development-orietned foundations. William Savedoff kindly shared both his insights and research notes on these issues. I also drew on the literature on these issues, most notably Pritchett 2002. 


� Some potential partners are academic institutions.  Many such institutions (e.g., MIT and UC Berkeley) require that academics be able to publish their findings.  Aid agencies such as the World Bank and the American agencies AID and the Millennium Challenge Corporation, in contrast, require that the aid agency retain all rights to publish or suppress findings.  These rules reduce the credibility of publications (as readers are unsure if other results were suppressed) and restrict the pool of qualified evaluation partners.  Thus, aid agencies should permit units to write contracts that permit publication of the findings after agency review, but not veto. 


� Correspondingly, administrators of new programs are often more interested in evaluations because they have less to lose and more upside from rigorously demonstrating their success. 


� A related issue is that even if some participants in an aid project agree to a rigorous evaluation, that agreement may not survive the arrival of a new government, new staff at the NGO, new policies at the donor, and so forth. 


� For more on the advantages of randomization over other study designs, see, for example, the Food and Drug Administration’s standard for assessing the effectiveness of pharmaceutical drugs and medical devices, at 21 C.F.R. §314.126. See also “The Urgent Need to Improve Health Care Quality,” Consensus statement of the Institute of Medicine National Roundtable on Health Care Quality, Journal of the American Medical Association 280, no. 11 (September 16, 1998): 1003; and Gary Burtless, “The Case for Randomized Field Trials in Economic and Policy Research,” Journal of Economic Perspectives 9, no. 2 (Spring 1995): 63-84. More generally, see the references in Jon Baron (2005). 


� Randomized trials have important limitations. For example, randomization is not helpful for studying nationwide shifts such as monetary policy or freedom of the press. When some people offered a “treatment” do not use it, randomized trials tell us more about the effect of offering the treatment than they do about the effect of the treatment on those accepting it (Heckman, LaLonde, and Smith 1999). 


  Furthermore, the team engaged in the evaluation can have an effect on the operation of the program.  For example, if an evaluation is based on the eligibility rules for a project (as with randomization and “regression discontinuity” designs), the evaluation team has incentives to lobby to maintain the eligibility rule.  Thus, a scholarship paying school fees that is targeted to the poor might not be as subject to corruption (so the engagement of the evaluation team improves targeting), but might also not be reallocated to poor people that the eligibility rule missed (worsening targeting).  





� Any such directory should either be a subset of or integrate with established directories such as those on social policy maintained by the Campbell Collaboration (� HYPERLINK "http://www.campbellcollaboration.org/" ��http://www.campbellcollaboration.org/�) and several directories focused on medical research such as the Cochrane Collaboration ( � HYPERLINK "http://www.cochrane.org/index0.htm" ��http://www.cochrane.org/index0.htm�), National Institutes of Health (NIH, � HYPERLINK "http://www.clinicaltrials.gov" ��www.clinicaltrials.gov�), and ISRCTN (� HYPERLINK "http://www.controlled-trials.com/" ��http://www.controlled-trials.com/�).  The World Bank has a separate directory as well (� HYPERLINK "http://www1.worldbank.org/prem/poverty/ie/evaluationdb.htm" ��http://www1.worldbank.org/prem/poverty/ie/evaluationdb.htm�). 


� The World Bank and MIT’s J-PAL have begun such courses.  More generally, all staff should receive some training on rigorous evaluation and all evaluation department staff should have far more training on these topics. 


� The World Bank has made a nice start on such a textbook at their site on “Impact Evaluations: Methods & Techniques” � HYPERLINK "http://web.worldbank.org/WBSITE/EXTERNAL/TOPICS/EXTPOVERTY/EXTISPMA/0,,contentMDK:20205733~menuPK:412148~pagePK:148956~piPK:216618~theSitePK:384329,00.html" ��http://web.worldbank.org/WBSITE/EXTERNAL/TOPICS/EXTPOVERTY/EXTISPMA/0,,contentMDK:20205733~menuPK:412148~pagePK:148956~piPK:216618~theSitePK:384329,00.html� [last accessed September 2, 2005]


� Rigorous evaluations also can help measure systematic corruption in a region. If programs that usually work repeatedly fail in one region, it suggests that trying more standard programs will not work.  Either the capacity is low, cultural or other local factors are very distinctive, or corruption is too serious of a problem.  Thus, the  key is to investigate common root causes, not try with a new standard program. 


� I thank Rachel Glennerster for this example. 


� While it is premature to name such an award, one possible name is the Gómez de León Award. De León helped found Progresa and championed its rigorous evaluation before his premature death in 2000.


� I thank Laura Loker for insightful comments on this topic. Michael Kremer (2002) has a similar analysis and has proposed a set of recommendations for donors. 


� These rules are closely related to those required by government programs in the United States. For more detail on Office of Management and Budget’s Program Assessment Rating Tool (PART) see OMB commentary at � HYPERLINK "http://www.excelgov.org/usermedia/images/uploads/PDFs/2006_part_guidance_-_evaluation.pdf" �http://www.excelgov.org/usermedia/images/uploads/PDFs/2006_part_guidance_-_evaluation.pdf�. This evaluation, in turn was mandated by the Government Performance and Results Act of 1993. This particular proposal was developed with input from Michael Kremer, Esther Duflo, Jon Baron, Bill Savedoff, Ann Swidler, and Ariel Fishman—although none are responsible for any flaws.


� Many, although not all, of what is described in this box falls under the Development IMpact Evaluation (DIME) initiative at the Bank. 


� “Impact Evaluation,” World Bank, last accessed March 10, 2006.  � HYPERLINK "http://web.worldbank.org/WBSITE/EXTERNAL/TOPICS/EXTPOVERTY/EXTISPMA/0,,menuPK:384336~pagePK:149018~piPK:149093~theSitePK:384329,00.html" ��http://web.worldbank.org/WBSITE/EXTERNAL/TOPICS/EXTPOVERTY/EXTISPMA/0,,menuPK:384336~pagePK:149018~piPK:149093~theSitePK:384329,00.html� 


� An interesting structural problem arose at the Bank: there was initially no budget code an operations department could use to purchase researcher time to work on an evaluation.  The only structural change I could identify involved creating such a budget code. 
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