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This paper develops and analyzes a queueing model to examine the role of patient choice on the high rate of organ refusals in the kidney transplant waiting system. The model is an M/M/1 queue with homogeneous patients and exponential reneging. Patients join the waiting system and organ transplants are reflected by the service process. In addition, unlike the standard M/M/1 model, each service instance is associated with a variable reward that reflects the quality of the transplant organ, and patients have the option to refuse an organ (service) offer if they expect future offers to be better. Under an assumption of perfect and complete information, it is demonstrated that the queueing discipline is a potent instrument that can be used to maximize social welfare. In particular, first-come-first-serve (FCFS) amplifies patients’ desire to refuse offers of marginal quality, and generates excessive organ wastage. By contrast, last-come-first-serve (LCFS) contains the inefficiencies engendered by patient choice and achieves optimal organ utilization. A numerical example calibrated using data from the U.S. transplantation system demonstrates that the welfare improvements possible from a better control of patient choice are equivalent to a 25% increase in the supply of organs.
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1. Introduction

Kidney transplantation is the preferred treatment for most patients diagnosed with chronic kidney failure. However, there is a significant shortage of organs for transplantation as demonstrated by the expanding transplant waiting list. In the 10-year period between 1992 and 2002, the national waiting list grew from 22,063 to 51,144, and the median waiting time increased from 624 days to 1,144 days (UNOS 2002). Despite these alarming trends, more than 12% of all organs recovered from a donor are eventually discarded, because they are repeatedly refused for transplantation by patients on the waiting list and by their surgeons. The most common reason for these refusals is that these organs are of marginal quality, and hence the patient expects to benefit by waiting for a better organ (UNOS 2002).

Recognizing the inefficiency created by these refusals, the United Network of Organ Sharing (UNOS), which is charged with the management of the transplant waiting system has recently introduced the following modification to the transplant allocation system: Organs from marginal donors are now reserved for patients who declare in advance their willingness to accept such organs. While these patients remain eligible for all other organs, they are likely to be offered an organ from a marginal donor several months or even years before they would expect an offer of a “regular” donor organ. Consequently, UNOS expects to place more of these “marginal” organs and to diminish their wastage by accelerating patient’s access to them. Yet, this proposed modification is not free of problems. Specifically, while increasing patient involvement in the transplant allocation system is desirable, there are no guarantees that this will improve the overall system. In fact, readers of this journal are familiar with the classical result in Naor (1969), where consumer choice in a waiting system increases congestion and degrades performance. Is it
possible that patient choice in the transplant waiting list can lead to more wastage and longer waiting times? This paper aims to provide an answer to this question by focusing on the interaction between patient choice and the queueing discipline used to rank patients on the transplant waiting list.

In our view, the effect of patient choice on the transplant allocation system is dictated by two complementary forces. First, depending on their intrinsic characteristics, some patients may be more likely to accept organs of marginal quality than others. Second, the rule used to prioritize patients on the transplant waiting list can encourage patients to be either more or less stringent in their choices. While understanding the interaction between these two forces is desirable, our approach is based on the principle of “divide and conquer.” In two companion papers (Su and Zenios 2004a, b) we focus on the role of patient heterogeneity, while suppressing the dynamics of the prioritization rule. By contrast, the focus here is on the effect of the prioritization rule with patient heterogeneity suppressed. The emerging picture is incomplete, but it can be argued that some of the findings obtained from the simplified setting are universally valid.

A queueing model provides the natural abstraction for our investigation. The model incorporates two independent arrival streams, one for patients and a second one for organs, and “service” reflects the transplant operation when a patient and an organ are merged and depart the system. Because organs cannot be stored, and thus cannot be placed in a queue, their arrival can be conveniently captured by the “service” process with the service time equal to the time between organ arrivals. This implies that the basic model is an $M/M/1$ queue, but with two unique features that deviate from the standard assumptions and reflect the reality of the transplant waiting system. First, each “service” offer is associated with a reward that captures the quality of the organ. And second, patients may refuse an organ offer if they perceive its quality to be unacceptable and expect a future offer to be of better quality. Although the refused organ will then be offered to the next patient in line, it is theoretically possible for the resulting queueing model to “idle” even when the queue is not empty, because the quality of some organs may make them unattractive for all patients on the transplant waiting list. The model also captures patient death through exponential patient reneging, and it assumes that all patients are homogeneous despite their well-documented heterogeneity. As explained above, the latter is a conscious choice made primarily for tractability’s sake. To reflect the difference in medical outcomes between waiting and transplantation, the model also assumes that each patient on the waiting list receives a reward per unit time that reflects their quality of life prior to a transplant, and when the patients accept an organ offer, they also receive a reward given by the patient’s expected discounted quality-adjusted life years (QALYs) after a transplant.

Patients in this system behave as rational economic agents and determine whether to accept or decline each offer based on the offer’s quality. Similarly, the medical planner overseeing the system determines who should be offered each organ. Each patient’s objective is to maximize his or her own total expected discounted QALYs, and hence the patient solves an optimal stopping time problem: when to accept an organ offer. On the other hand, the medical planner wishes to maximize the sum of the rewards for all patients and has two policy levers at its disposal: organ rationing and patient prioritization. That is, the planner can influence system outcomes by limiting access to certain organs (rationing) and by dynamically prioritizing the candidates on the waiting list. Of course, in reality, there is not a single planner, but rather a community of stakeholders that collectively determine the rationing and prioritization rule. The monolithic medical planner in our model reflects the collective actions of this community.

Our analysis starts with a frictionless ideal, where the medical planner is a benevolent dictator and the patients do not exercise choice, but instead accept any offer. This identifies the socially efficient (or Pareto optimal) outcome and provides a comparison benchmark for the effects of patient choice. In the context of this system, patient prioritization is not effective because patients are identical, but rationing is effective because there is a tradeoff between waiting and transplanting a not-so-good organ. In fact, when the queue length is small, the planner only offers organs of the best quality. But as the queue length increases,
organs of lower quality are also offered to counterbalance the increased wait.

The next step is to consider the competitive equilibria that will emerge when patients exercise their choice. We assume first that patients are ranked according to the FCFS discipline, and investigate whether, given this priority discipline, rationing increases the planner’s objective. It turns out that rationing is ineffective because it is confounded by patient choice. Specifically, in the absence of explicit rationing by the planner, “implicit” rationing will emerge as the equilibrium outcome: Organs of low quality will be discarded because no one on the waiting list would accept them. Further, the quality threshold that separates the acceptable organs from the ones that are declined is decreasing in the queue length. Imposing rationing that raises these thresholds beyond their naturally occurring equilibrium does not benefit the planner in any way. These equilibrium thresholds are higher than the ones obtained in the socially efficient case, mirroring the results in Naor (1969), where customer autonomy in a queueing system caused performance degradation. In our context, patients’ quality requirements in the FCFS system are more stringent than is socially optimal, and their behavior causes excessive organ wastage.

Next, we turn to investigate whether the inefficacy of rationing is an artifact of the FCFS priority system. Our analysis demonstrates that it is not: treatment rationing is always ineffective, and hence, the only meaningful lever for the medical planner to use is the priority discipline. This motivates the following question: What is the priority discipline that maximizes social welfare when patients exercise choice? An examination of the FCFS discipline demonstrates that it is ineffective because future arrivals do not affect the patients already in the system, hence existing patients do not consider the congestion externalities they impose when they decline an organ offer. Motivated by this observation, we then consider the extreme opposite priority rule—LCFS—and demonstrate that, in this rule, patients internalize the externalities of their own decisions, and system performance achieves the socially optimal ideal.

This brings to the forefront the equity-efficiency trade-off that underlies any medical waiting system. Specifically, it is a fundamental premise in medicine that FCFS is fair, and in that respect, LCFS can be blatantly unfair. It is therefore natural to consider a priority rule that is not as inefficient as FCFS but not as unfair as LCFS. To do that, we introduce a family of prioritization schemes, with both FCFS and LCFS belonging to that family, and examine the effect of these schemes. The main finding formalizes the intuition that in systems judged fair according to the FCFS criterion, patients internalize only a small fraction of the externalities caused by their autonomy, but in systems that are unfair according to the same criterion, patients internalize most of the externalities. This casts serious doubts on the validity of the premise that FCFS is a gold standard for fairness. When patients exercise choice, FCFS is the most “unfair” of all policies because the externalities of patient autonomy are borne by everyone except the person exercising this autonomy.

The root of the inefficiency identified by this analysis lies in the well-known divergence between individual and social optima in queueing systems. This was first studied in Naor’s (1969) seminal paper, which demonstrated that an admission toll is necessary to induce the social optimum. Yechiali (1971) considers the perspective of a profit-maximizing firm, and Lippman and Stidham (1977) and Stidham (1978) study the structural properties of the optimal congestion toll. Mendelson (1985) embeds the queueing model into an economic framework that directly considers the effect of such externalities. The situation becomes more complex when there are multiple customer types, because customers now have the added incentive to misrepresent themselves to obtain a better service level. Mendelson and Whang (1990) derive incentive-compatible priority pricing policies that simultaneously induce truthtelling and socially optimal behavior, and Van Mieghem (2000) combines this with dynamic scheduling policies. Another instance of similar incentive problems arises in the context of multiserver systems. Bell and Stidham (1983) show that when arriving customers are free to choose which server to join, low-cost/high-speed servers will become overcongested.

Compared with all these papers, our work exhibits important differences in modeling methodology, policy implications, and solution techniques. First, while most existing models are concerned with customers’
decisions at arrival epochs (e.g., whether to join the queue, what priority level to purchase, and which server to choose), we are interested in patients’ decisions to accept transplantation at service epochs (which correspond to the times when organs become available). Kaplan (1987) studies a similar queueing model in the context of public housing programs, in which registrants may refuse to move into a public housing project if they would rather wait for a more attractive accommodation option. However, while he models tenant choice as an exogenous acceptance probability, the queueing dynamics in our model account for patients’ utility-maximizing decisions. Next, the current work also yields entirely different policy implications. While intelligent pricing is essential in previous work, we show that prioritization alone is sufficient to coordinate the system studied here. Bell and Stidham (1983) mention pricing under the LCFS discipline, and Hassin (1985) provides remarks on the optimality of LCFS. However, to the best of our knowledge, no other work has rigorously showed that the socially optimal ideal can be attained by merely changing the priority rule to LCFS. In fact, the paper by Hassin (1985) provides an informal argument favoring LCFS but not a formal proof. Finally, while most papers in the literature assume that queue lengths are not observable and focus on equilibrium analysis, we allow patients to observe queue lengths and analyze this less tractable case using stochastic game techniques. The only other methodologically similar paper that we know of is Altman and Shimkin (1998), which analyzes individual equilibrium decisions to join a processor-sharing system.

In the health economics literature, most work on medical queueing systems is based on economic models that use cost benefit analysis to quantify a socially optimal waiting list configuration (for a comprehensive survey, see Cullis et al. 2000). Incentive considerations in waiting lists focus mainly on the attitudes of physicians. Among others, Yates (1995) expresses concern for the possibility that the pursuit of private practice by consultants in the United Kingdom’s National Health Services (NHS) may create a conflict of interest, and Weinstein (2001) contemplates the dual role of physicians as gatekeepers. The incentives of hospital management have also been studied, such as in Feldman and Lobo (1997), although to a lesser extent. The papers by Goddard et al. (1995) and Iversen (1997) examine patient preferences, but differ from the current study in that they consider patients’ choices between seeking treatment from the waiting list or the private sector, whereas we are concerned with the behavior of patients while on the waiting list. Furthermore, the majority of papers in this area focus on static equilibrium models. Some exceptions include Goddard and Tavakoli (1994) who present a queueing analysis of the impact of various prioritization regimes, and Van Ackere and Smith (1999) and Smith and Van Ackere (2002) who model the NHS waiting lists, using system dynamics methodology. Most of these papers assume that patients’ choices to seek treatment are exogenously given (with the exception of Van Ackere and Smith 1999, where patient arrival rates depend on perceived waiting times). In contrast, we examine patients’ utility-maximizing decisions by explicitly modeling their utility functions. We hope that our dynamic analysis of patient choice in the context of kidney transplantation will shed some light on the trade-offs that have not been previously studied.

The kidney allocation problem creates some of modern medicine’s most vexing policy dilemmas, and its study would benefit from the rigor provided by queueing models. Extensive simulation studies have been pursued in an effort to clarify the role of different allocation policies on queueing outcomes such as waiting time (see Zenios et al. 2002, Howard 2001, Votruba 2002), and Zenios (1999) provides some analytical results using a multiclass queueing model with reneging. However, these papers suppress patient choice and fail to recognize its critical role.

We now provide an outline for the remainder of this paper. In §2, we provide an overview of kidney transplantation in the United States. A description of the model is presented in §3. Section 4 analyzes the socially optimal outcome when patients do not exercise choice. Section 5 considers the competitive equilibrium that emerges under the FCFS priority discipline. A comparison of the socially optimal outcome to the outcomes from the competitive equilibrium verifies a welfare loss, whose source is examined in detail in §6. The subsequent two sections verify that prioritization is a potent policy instrument. Specifically,
§7 shows that the socially efficient outcome can be recovered by using LCFS, and §8 discusses a family of prioritization schemes that capture the essence of the equity-efficiency trade-off underlying the selection of different priority schemes. Section 9 presents a numerical example that investigates the magnitude of the welfare losses under FCFS and the model parameters that contribute to these losses. Concluding remarks are presented in §10. All proofs are relegated to the appendix.

2. Background on Kidney Transplantation

We now present an overview of kidney transplantation in the United States focusing on its aspects most related to the questions addressed in this paper. Readers who wish to obtain more details should consult UNOS (2002) and Organ Procurement and Transportation Network (OPTN) (2003).

End-Stage Renal Disease (ESRD) or chronic kidney failure is a condition affecting more than 400,000 patients in the United States as of 2002. Most of these patients undergo dialysis therapy, which involves visiting a dialysis center for at least 12 hours each week. The other treatment alternative is kidney transplantation, which is often preferred because it enables patients to resume regular activities. However, to minimize the risk of acute graft rejection (graft is the medical term for the transplant organ), patients who have received a transplant must take immunosuppressive drugs indefinitely. Although some patients are able to obtain a kidney from a living relative, most must rely on cadaveric donors (that is, deceased donors) and continue to receive dialysis treatment while waiting for a suitable organ.

In 2002, there were 23,328 new ESRD patients but only 11,860 cadaveric organs were procured in the same year. UNOS oversees the allocation of organs to transplant candidates by coordinating the activities of 59 organ procurement organizations (OPO) that operate in distinct geographical regions. Individual OPOs are responsible for procuring all organs donated in their region, and patients join the waiting list at their local transplant centers. Typically, when a kidney becomes available, it is first allocated to patients at the local level, then at the regional level, and then at the national level. Furthermore, because post-transplant survival relies heavily on clinical variables such as age and tissue types, UNOS attempts to promote favorable transplant outcomes by providing the OPOs with specific organ allocation guidelines. This includes a point system that prioritizes potential transplant recipients based on points that reflect the quality of the tissue match between the donor and the candidate, as well as points that reflect the candidate’s waiting time. The continued shortage of organs and the associated explosion in waiting times has contributed to a convergence of this point system to a system that resembles FCFS.

Despite the apparent supply shortage, nearly half of the procured organs are refused by the first-offered transplant candidate. Placement of these refused organs is not an easy task because a substantial number of patients may prefer to remain on dialysis and wait for a better organ offer, rather than obtain an organ of marginal quality. During the search for a recipient, organs accumulate cold ischemia time (during which they are kept frozen), which causes transplant outcomes to deteriorate, and organs are usually discarded if they are not transplanted within 48 hours. As a result, in 2001, about 12% of all recovered kidneys were not transplanted, thus exacerbating the supply shortage. The modified policy described in the introduction was developed in an effort to increase the utilization of these marginal organs; this policy is formally known as the Expanded Criteria Donor program and came into effect in October 2002. However, the effectiveness of this new policy and other policies that encourage patient choice has yet to be examined rigorously.

3. Model Description

We now introduce the queueing model for the local transplant waiting list. Patients arrive according to a time-homogeneous Poisson process with rate $\lambda$, and cadaveric organs arrive according to an independent Poisson process with rate $\mu$. Patients can depart from the waiting list either when they receive and accept an organ offer, or when they die after an exponentially distributed amount of time with mean $1/\gamma$. The death process is independent from both patient and organ arrivals. For brevity of notation, it is convenient to normalize the organ arrival rate $\mu \equiv 1$. 
The reward structure for the model assumes that patients are assigned a quality of life score that depends on whether they are waiting, they have received a transplant, or they have died. The quality of life score reflects the desirability of each of the three states (dialysis, post-transplant, death) and patient preferences are homogeneous in the sense that all patients have the same quality of life score in each state. Patients on dialysis receive a continuous payoff at a rate \( h \) per unit time. Patients who die receive an instantaneous payoff \( d \). In addition, patients receive a payoff from transplantation. To reflect variability in organ types, we assume that there exists a measure of “organ quality” captured by a continuous random variable \( X \), which takes values in \((\bar{x}, \bar{x})\) and has probability density \( f \). When a donor organ arrives, its quality \( X = x \) is realized and publicly observed, and this reflects the post-transplant total expected discounted QALYs for the patient receiving the organ. All rewards are continuously discounted at rate \( \beta \). For future reference, it is also convenient to define the reverse cumulative probability distribution \( \bar{F}(x) = \int_x^{\bar{x}} f(x) \, dx \) and also the function \( g(x) = \int_x^{\bar{x}} xf(x) \, dx / \bar{F}(x) \), which gives the expected conditional reward from organs with quality that exceeds a threshold \( x \).

Patients have the option to decline an organ offer in anticipation of a potentially better future offer, and their objective is to exercise their “decline” option carefully to maximize their total quality-adjusted life expectancy. A policy for a patient specifies the range of donor organs that are acceptable to the patient at each point in time. Similarly, the medical planner (referred to as “she”) must decide how to allocate the organs that become available and her objective is to maximize the total quality-adjusted expected life years of all patients. A policy for the medical planner specifies, at each point in time, the range of donor organs that will be assigned to patients waiting and the rank of all patients on the waiting list. An organ is first assigned to the top-ranked candidate. If she or he declines it, the organ will be offered to the second-ranked candidate. The process will be repeated until the organ is either accepted by someone on the waiting list or it is refused by everyone. The organ is then discarded.

Throughout the analysis, the focus will be on stationary Markovian strategies for all parties. It will also be assumed that each patient and the medical planner have perfect information about the queue length and the quality of organs. All model primitives are known to all parties.

The current specification is quite general and does not require additional assumptions on the parameters. There are no restrictions on the signs of \( h \) or \( d \), although finiteness on the bounds \( \bar{x}, \bar{x} \) is required. For ease of exposition, we will develop our analysis assuming that the quality random variable \( X \) has a continuous density \( f \), but this assumption is not necessary; for example, \( X \) could be a discrete random variable. Furthermore, the analysis can be be carried over to the undiscounted case by taking the limit \( \beta \to 0 \).

Before we proceed further, it is worthwhile to describe the modeling assumptions that deviate from the real-life kidney allocation system reviewed in §2. While it is virtually impossible to develop a tractable model that captures every single aspect of reality, it is nonetheless important to discuss how the simplifications made in the model affect the validity of our findings. The following list is not exhaustive, but it attempts to cover the assumptions that represent the most significant deviations from reality.

### 3.1. Homogeneous Patients

As explained in the introduction, heterogeneity in patient characteristics is suppressed from our model. The ESRD patient population exhibits wide differences in various clinical attributes (such as age and tissue types) and the outcome from a transplant depends both on the attributes of the organ (the so-called organ type) and the clinical attributes of the patient (the so-called patient type). By suppressing patient heterogeneity, our model assumes that the organ type is a much more important predictor for the outcome of a transplant than the patient type. In fact, survival analysis performed using transplant data from the United States Renal Data System (USRDS) partially supports this assumption: donor age is the factor that most significantly influences post-transplant survival (see Su 2004). Therefore, incorporating only the variability in organ types and not in patient types captures the most important driver of transplant outcomes. This is not to say that variability in patient attributes is any less important. In fact, its interaction with patient choice is studied.
in Su and Zenios (2004a), where it is shown that organ types can be partitioned into domains such that organs in each domain are offered to patients of a given type or types. Further, appropriately designing the partition and the assignment of organ domains to patient types minimizes the wastage caused by patient choice.

Beyond the suppressed patient heterogeneity, patients may also be better informed about unobservable risk factors that influence transplant outcomes, and about their preferences among different health states. This information asymmetry introduces another important dimension of strategic behavior that may cause wastage: patients may provide misleading information about their true preferences and health conditions to improve their individual outcomes. Such behavior may exacerbate the problems of patient choice, and its study is left as a topic for future research.

3.2. Perfect Information

The second unrealistic assumption made in our model is that patients have perfect information about the size of the waiting list. Although patients (or at least their physicians) are kept updated about their position on the waiting list, fluctuations in the waiting list because of additions and removals make it difficult to continuously monitor the state of the system. However, as comprehensive information systems are made publicly available over the Internet, the assumption of perfect information will become increasingly relevant. In fact, the website maintained by UNOS provides regular updates about the size of the waiting list, new additions, and any departures. Patients can use this information to intelligently monitor changes in their own wait list position.

3.3. No Organ Deterioration

As mentioned in §2, donor organs accumulate cold ischemia time during the search for a recipient and this causes a degradation in outcomes that is not captured in our model. Theoretically, this is not an important issue because our model permits us to identify the patient (if any) who would accept the organ, and thus placement of the organ can be almost instantaneous. However, contacting that particular individual imposes logistical challenges, and moreover, that individual may not be perfectly rational as assumed in our model, and hence may refuse the offer. Therefore, the reader should assume that our analysis will understate the welfare loss caused by patient choice, and will potentially overestimate the improvements generated by any of our proposals.

3.4. Geographical Factors

In reality, when the local waiting list is exhausted, UNOS will attempt to allocate the kidney to patients on the regional or even national waiting list. However, this incurs substantial time delays (e.g., when transporting the kidney across long distances), which result in organ deterioration as described above. In our model, we simply assume that the kidney is discarded after being refused by all local patients. This captures the negative effects of organ refusal in an imperfect way, and may overstate the benefits of our proposals.

3.5. Social Welfare Function

Our analysis assumes that the medical planner is interested in maximizing the total welfare of all patients participating in the organ allocation system, but is not concerned with other sources of social costs such as the financial cost of treatment. Incorporating health care costs into the analysis provides a different perspective not pursued here.

4. Socially Optimal Outcome

Having described our modeling framework, we now consider the problem of a benevolent medical planner; here, patients do not exercise choice and accept all organ offers. For each queue length $n$, the planner’s policy specifies an organ acceptance threshold $b(n)$ such that only organs with quality exceeding $b(n)$ are offered to a transplant patient. Let $V(n)$ denote the medical planner’s optimal total expected discounted reward. Bellman’s equation of optimality states that

\[
V(0) = \frac{\lambda}{\beta + \lambda} V(1),
\]

\[
V(n) = \sup_{b(n) \in [2, x]} \frac{1}{\beta + 1 + \lambda + \gamma n} \\
\cdot \left[ hn + \tilde{F}(b(n))(V(n-1) + g(b(n))) \\
+ (1 - \tilde{F}(b(n)))V(n) + \lambda V(n+1) \\
+ \gamma n(V(n-1) + d) \right].
\]
To interpret (2), notice that the total waiting payoff rate for all patients is $hn$ when there are $n$ patients on the waiting list. This is earned continuously until the next transition, which occurs with rate $1 + \lambda + \gamma n$. Then, there are four possible transitions.

(1) With probability $\bar{F}(b(n))/(1 + \lambda + \gamma n)$ an organ with quality that exceeds the threshold $b(n)$ arrives, in which case a patient receives that organ and obtains an instantaneous payoff of $g(b(n))$, and the waiting list decreases by one.

(2) With probability $[1 - \bar{F}(b(n))]/(1 + \lambda + \gamma n)$ an organ with quality below the decision threshold arrives, but this does not affect the state of the system because it is discarded.

(3) A new arrival occurs with probability $\lambda/(1 + \lambda + \gamma n)$ and this increases the queue length by one.

(4) A patient dies with probability $\gamma n/(1 + \lambda + \gamma n)$, in which case the queue length decreases and a payoff $d$ is accrued.

Equation (1) is a boundary condition, which states that there is no waiting payoff when the system is empty and that the only possible transition is a new patient arrival occurring at a rate $\lambda$.

The optimality equation has two important corollaries. First, it can be shown that the optimal decision thresholds $b^*(n)$ are related to the optimal value function as follows (assuming that the constraint $b^*(n) \geq \lambda$ is not binding):

$$b^*(n) = V(n) - V(n - 1).$$

This expression can be derived from the first-order conditions for the maximization problem in the right-hand side of (2), and it is valid because the function in the right-hand side of (2) is concave in $b(n)$—it has a nonpositive second derivative. More intuitively, this expression follows because the medical planner determines each threshold by weighing two alternatives: (1) approve a transplant and earn a payoff of at least $b(n) + V(n - 1)$ or (2) deny the transplant and maintain the continuation payoff $V(n)$. Expression (3) states that the medical planner is indifferent between these two choices on the margin.

The second corollary is that the decision thresholds $b(n)$ are nonincreasing in the queue length $n$. That is, the medical planner is selective in the choice of organs when the queue length is small, but as the queue length increases, lower quality organs also become acceptable.

**Proposition 1.** The socially optimal decision thresholds $\{b^*(n)\}$ are nonincreasing in $n$.

The result is proven in the appendix using an argument presented in Bertsekas (1995) and extended by George and Harrison (2001).

## 5. Competitive Equilibrium Under FCFS

We now extend the analysis to explore the competitive equilibrium when patients retain their autonomy and the medical planner uses the FCFS priority discipline. We provide first a precise definition of the medical planner’s and of each patient’s strategy, introduce the appropriate equilibrium concept and finally provide an algorithm that derives the equilibrium.

Consider first the medical planner. Her strategy consists of the FCFS priority rule and a queue-length-dependent rationing rule $b = \{b(n): n = 1, \ldots, \infty\}$. Under this rule, when the queue length is $n$, only organs with a value no less than $b(n)$ are assigned to patients on the transplant waiting list on a FCFS order. The rationing rule $b$ is common knowledge to all patients. When a patient declines an organ offer, the organ is then offered to the next candidate on the waiting list.

Next, consider the patients on the waiting list. Rather than characterize the strategy of each patient, we define a strategy profile that characterizes the behavior of all patients. Because the underlying system dynamics are exponential, it is natural to focus on Markovian strategies, where each patient’s decision on the range of acceptable organs depends only on the current queue length and his position on the waiting list. We also restrict attention to threshold-based acceptance policies, because each patient will accept all organs that yield a higher reward than his continuation payoff from remaining on dialysis. Hence, a strategy profile is characterized by a set of decision thresholds $\{a_i(n): n \geq 1, n \geq k \geq 1\}$ with the following interpretation: When the queue length is $n$, the patient in position $k$ will only accept organs when their quality is no less than the decision threshold $a_i(n)$; otherwise the patient will retain his position in line and pass on the organ to the next patient. For brevity of notation, we let $a = \{a_i(n): n \geq 1, n \geq k \geq 1\}$. In addition, given the medical planner’s threshold
strategy $b$, it follows that a strategy profile must be such that
\[ a_1(n) \geq a_2(n) \geq \cdots \geq a_n(n) \geq b(n); \tag{4} \]
that is, the threshold for the $k$th position cannot be less than the threshold for the $k+1$st position, and all thresholds are no less than the medical planner’s threshold. This condition follows from the FCFS priority rule, which implies that violations of this condition are not implementable: the decision thresholds for patients that are higher on the priority list determine the feasible thresholds for all patients behind them, and the medical planner’s decision threshold places a lower bound on everyone’s thresholds.

Embedded in our strategy profile is the assumption that patient strategies are symmetric: although different patients will use different acceptance thresholds at any given time because they will be at different positions along the queue, these thresholds are symmetric in the sense that all patients who are ever in position $k$ when the queue length is $n$ will use the same threshold $a_k(n)$. The assumption of a symmetric equilibrium is common when there are multiple equilibria (see Fudenberg and Tirole 1990, p. 160), because there is no reason for homogeneous patients to behave differently when faced with the same set of circumstances. And even though this assumption does not exclude the existence of other equilibria, it streamlines the analysis considerably.

In this setting, the patients are involved in an infinite horizon dynamic game and the relevant equilibrium concept is that of subgame perfection (Gibbons 1992). In this concept, a strategy profile is a subgame perfect Nash equilibrium if patients cannot gain by unilateral one-stage deviations from the equilibrium strategy. That is, there is no single state, defined by the pair $(n, k)$ of the queue length and patient position, where the $k$th patient may gain by deviating from the actions prescribed by the strategy profile at this one state. This equilibrium concept involves two assumptions that are worth discussing: (1) each patient can only change one threshold at a time and (2) patients cannot collectively choose their threshold. The latter is a standard assumption because it is practically impossible for patients to “collude” and set their thresholds jointly. The former reflects the assumption that even if a particular patient chooses to change his whole strategy profile, these changes should satisfy Bellman’s principle of optimality, and thus, it is sufficient to consider unilateral changes that involve deviations in one threshold at a time.

We will now provide an algorithm that identifies a subgame perfect strategy profile for this game. The first step is to derive expressions for each patient’s continuation payoffs (or value function) for any given strategy profile $a$. Specifically, assuming that all patients comply with strategy profile $a$, let $V^a_k(n)$ denote the total expected discounted payoff for the patient in position $k$ when the queue length is $n$, and let $V^a$ denote the collection $\{V^a_k(n): n \geq 1, n \geq k \geq 1\}$. The symmetric assumption is reflected in the fact that $V^a_k(n)$ is the same for all patients who will ever be in position $k$ when the queue length is $n$. Then, $V^a$ is derived as follows:

\[
V^a_1(1) = \frac{1}{\beta+1+\lambda+\gamma} \cdot \left[ h + \tilde{F}(a_1(1))g(a_1(1)) + (1 - \tilde{F}(a_1(1)))V^a_1(1) \right. \\
+ \lambda V^a_2(2) + \gamma d], \tag{5}
\]

\[
V^a_1(n) = \frac{1}{\beta+1+\lambda+\gamma n} \cdot \left[ h + \tilde{F}(a_n(n))g(a_n(n)) - \tilde{F}(a_n(n)) \right]
\cdot V^a_{n-1}(n-1) + (1 - \tilde{F}(a_n(n)))V^a_n(n) \\
+ \lambda V^a_{n+1}(n+1) + \gamma d + (n-1)\gamma V^a_{n-1}(n-1)], \tag{6}
\]

\[
V^a_n(n) = \frac{1}{\beta+1+\lambda+\gamma n} \cdot \left[ h + \tilde{F}(a_{n-1}(n))V^a_{n-1}(n-1) + \tilde{F}(a_n(n))g(a_n(n)) \\
- \tilde{F}(a_{n-1}(n))g(a_{n-1}(n)) + (1 - \tilde{F}(a_n(n)))V^a_n(n) \\
+ \lambda V^a_{n+1}(n+1) + \gamma d + (n-1)\gamma V^a_{n-1}(n-1) \right], \tag{7}
\]

\[
V^a_k(n) = \frac{1}{\beta+1+\lambda+\gamma n} \cdot \left[ h + \tilde{F}(a_{k-1}(n))V^a_{k-1}(n-1) + \tilde{F}(a_k(n))g(a_k(n)) \\
- \tilde{F}(a_{k-1}(n))g(a_{k-1}(n)) + (\tilde{F}(a_n(n)) - \tilde{F}(a_k(n))) \\
\cdot V^a_k(n-1) + (1 - \tilde{F}(a_n(n)))V^a_k(n) + \lambda V^a_k(n+1) \\
+ (k-1)\gamma V^a_{k-1}(n-1) + \gamma d \\
+ (n-k)\gamma V^a_{k-1}(n-1)], \tag{8}
\]
For brevity of notation, it is convenient to express (5)–(8) using the shorthand notation $V^a = T^a V^a$, where the operator $T^a$ is defined by the right-hand side of (5)–(8).

The expressions in (5)–(8) are structurally similar to the expressions in the single-party, dynamic decision-making problem (1)–(2). The differences arise because (5)–(8) capture the objective of a single patient and not the objective of the medical planner. We will now interpret these expressions by examining (8), which gives the most general case; the interpretation for Equations (5)–(7) follows a similar line of thinking.

To explore the individual components of (8) notice that $h/(\beta + 1 + \lambda + \gamma n)$ is the expected waiting payoff until the next transition, which occurs at a rate $1 + \lambda + \gamma n$. Then, there are three possible transitions: organ arrival (scaled to rate 1), patient arrival (rate $\lambda$), and patient death (rate $\gamma n$). We shall systematically consider each possible type of transition, its probability of occurrence, and its associated continuation payoff. The following are the possible cases.

(1) Organ Arrival. When an organ arrives, there are four possibilities from the perspective of the kth patient: (a) Its value exceeds $a_{k-1}(n)$, which implies that it will be accepted by one of the first $k - 1$ patients leading into a reduction in the queue length and a reduction in the kth patient’s position. (b) Its value will be between $a_{k-1}(n)$ and $a_k(n)$, implying that it will be accepted by the kth patient who will receive the reward and depart. (c) Its value will exceed $a_k(n)$ but will be less than $a_k(n)$, implying that it will be accepted by one of the patients behind the kth patient leading into a reduction in the queue length. (d) Its value will be less than the threshold $a_k(n)$, implying that the organ is discarded and the state of the system is unchanged.

(2) Patient Arrival. This transition occurs with probability $\lambda/(1 + \lambda + \gamma n)$, it leaves the position of the kth patient unchanged, and it increases the queue length by one.

(3) Patient Death. This occurs with rate $n \gamma$ and there are three distinct possibilities: (a) One of the $(k - 1)$ patients in front of the kth patient dies, advancing the position of the kth patient and decreasing the queue length by one (this transition occurs with probability $(k - 1)\gamma/(1 + \lambda + \gamma n)$). (b) The kth patient dies with probability $\gamma/(1 + \lambda + \gamma n)$ and leaves the system with instantaneous payoff $d$. (c) One of the $(n - k)$ patients behind the kth patient dies, decreasing the queue length by one, but leaving the kth patient’s position unchanged (this transition occurs with probability $(n - k)\gamma/(1 + \lambda + \gamma n)$).

Having completed the derivation of the value function $V^a$ and the operator $T^a$, we are in a position to formally define the equilibrium concept as follows: A strategy profile $a^F$ is a subgame perfect Nash equilibrium if it attains the following supremum (where the supremum is taken over one component of the strategy profile at a time)

$$V^F = \sup_{\{a_i(n): a_1(n) \geq a_2(n) \geq \ldots \geq a_i(n) \geq b(n)\}} T^a V^F.$$  

The fixed point $V^F$ is the continuation payoff for the equilibrium strategy $a^F$; the superscript $F$ here represents an abuse of notation and indicates that the priority rule is FCFS. The notation in (9) represents in a shorthand notation the following substitutions into (5)–(8). First, the value function $V^a$ is now replaced by $V^F$. Second, the right-hand sides of (5)–(8) are maximized as follows: (5) is maximized over $a_1(1)$, (6) is maximized over $a_i(n)$, (7) is maximized over $a_i(n)$, and (8) is maximized over $a_i(n)$. The reader may verify that these right-hand expressions are quasi-concave, and thus each has a unique maximizer. For example, differentiating (5) with respect to $a_1(1)$ yields $f(a_1(1))[V^F_1(1) - a_1(1)]$, demonstrating that (5) increases with $a_1(1)$ for $a_1(1) < V^F_1(1)$ and decreases with $a_1(1)$ for $a_1(1) > V^F_1(1)$. Therefore, the theory of dynamic programming guarantees existence and uniqueness of the equilibrium value function $V^F$, and quasi-concavity ensures that the corresponding equilibrium strategy $a^F$ is also unique.

In equilibrium, when the queue length is $n$, the patient in position $k$ will accept organs with quality no less than $a^F_k(n)$. Further, that patient is free to change the decision threshold unilaterally, but such changes will not improve his expected payoff. He is also free to unilaterally change his policy in every subsequent state, but again, this will not provide any improvement as long as the strategies of all other patients are unchanged. An improvement can be realized only when several patients agree to change their decision thresholds simultaneously.
Having completed the characterization of the equilibrium strategy profile, we are now in a position to derive a simple expression relating the strategy profile to the continuation payoffs. Specifically, as in the socially optimal case, it is straightforward to confirm that the first-order optimality conditions are necessary and sufficient (ignoring momentarily the boundary constraints \( a_k(n) \geq a_{k+1}(n) \geq b(n) \)), which implies that the following conditions hold:

\[
a_k(n) = V^F_k(n-1), \tag{10}
\]

\[
a_k(n) = V^F_n(n). \tag{11}
\]

Intuitively, these conditions state that a patient is indifferent between either accepting the marginal organ \( a_k(n) \) or passing it along to the next patient on the waiting list. If he passes it to the next patient, then that patient will accept it, and hence the queue length decreases by one leaving him with a continuation payoff \( V^F_k(n-1) \). Similar interpretations are valid in the boundary cases, where the patient is either the only one waiting or the last one waiting. In these boundary cases, the patient’s position and queue length remain unchanged if the marginal organ is refused.

Having characterized the equilibrium strategy profile that emerges as a response to the medical planner’s organ allocation policy, we can now take a step back and return to the following question: Given our prediction for the equilibrium strategy profile, what is the medical planner’s optimal treatment rationing strategy \( b \) that would maximize the planner’s objective? The following proposition, proven in the appendix, provides the answer.

**Proposition 2.** It is optimal to impose no treatment rationing by choosing \( b(n) \equiv \bar{x} \) for all \( n \).

The main observation employed in the proof is that the medical planner’s decision thresholds \( [b(n)] \) appear in the equilibrium characterization (9) only as a constraint on the feasible decision thresholds for the patients. Therefore, explicitly restricting the range of available organs is ineffective, because its only impact would be to discard kidneys that would not have been otherwise discarded. Interpreted more negatively, this result states that rationing is not a useful policy instrument when patients are autonomous. Rationing corresponds to a form of service rate control, because restricting the range of acceptable organs for transplant effectively modifies the “service rate” of the organ allocation system. In conventional queueing models with adjustable service rates, it is optimal to dynamically increase the service rate (at a cost) when excessive work load builds up. Even in the system studied here “service rate” controls are effective when patients are not autonomous (see the results in §4). However, these controls becomes ineffective when patients are autonomous. The implicit thresholds implemented by the patients’ equilibrium strategy are as effective as any explicit thresholds that can be imposed by the medical planner.

From a computational standpoint, Proposition 2 simplifies the derivation of the equilibrium strategy profile. Specifically, when the medical planner imposes no control on the range of feasible donor organs, patients no longer have to consider the size of the waiting list in their decision problem. The only relevant information is their position on the waiting list. This is in stark contrast to the case where the medical planner imposes controls, because then queue length matters because of its effect on the range of organs available to the patients. This implies that \( V^F_k(n) \) is independent of the queue length and depends only on the patient’s position \( k \), thus we let \( V^F_k(n) = V^F(k) \) and \( a_k(n) = a^F(k) \). With this simplification, it follows that the equilibrium strategy profile is derived as follows:

\[
V^F(1) = \sup_{a(1) \in [\bar{x}, x]} \frac{1}{\beta + 1 + \gamma} \cdot [h + \bar{F}(a(1))g(a(1)) + (1 - \bar{F}(a(1)))V^F(1) + \gamma d],
\]

\[
V^F(k) = \sup_{a(k) \in [\bar{x}, a(k-1)]} \frac{1}{\beta + 1 + \gamma k} \cdot [h + \bar{F}(a(k-1))V^F(k-1) + \bar{F}(a(k))g(a(k)) - \bar{F}(a(k-1))g(a(k-1)) + (1 - \bar{F}(a(k)))V^F(k) + \gamma d + (k-1)\gamma V^F(k-1)]. \tag{13}
\]

This characterization of the equilibrium strategy profile also reveals the main shortcoming of FCFS. First, note that absent any explicit control by the planner, the system with autonomous patients achieves an implicit decision threshold such that only organs with quality greater than \( a^F(n) \) are accepted when the queue length is \( n \). However, these equilibrium
thresholds obtained by (12)–(13) will deviate from the socially optimal thresholds $b^*(n)$. A more detailed examination of this finding will be pursued in the next section.

6. Welfare Loss from Patient Autonomy

We will now compare the socially optimal decision thresholds $b^*(n)$ to the competitive equilibrium thresholds $a^f(k)$ identified in §5. It will be shown that the latter can be obtained by solving a dynamic programming recursion analogous to that solved in the socially optimal case (1)–(2), but with patient arrivals ignored. Hence, the competitive thresholds are inefficient. The argument proceeds by considering the aggregate value function $V^f(k) = \sum_{i=1}^k V^f(i)$, and it shows that $V^f(k)$ and $a^f(k)$ are obtained by solving (1)–(2), but with $\lambda = 0$. This statement is made precise in the following proposition, which is proven in the appendix.

**Proposition 3.** Under FCFS, the solution $\{a^f(k)\}$ to the optimality Equations (12)–(13) also solves (1)–(2), but with the arrival rate $\lambda = 0$.

This result suggests that if the social planner is faced with a hypothetical system with an arrival rate of zero, the optimal controls she would choose for this hypothetical system would coincide with the thresholds that arise in competitive equilibrium under FCFS. That is, the welfare loss in the competitive system arises because the self-serving behavior of current patients ignores the welfare of future patients. It can also be shown that the competitive thresholds are higher than the socially optimal ones

$$a^f(n) \geq b^*(n),$$

implying that the competitive outcome is inefficient because patients are too stringent in their choices, and thus generate congestion externalities. A formal proof for this result will be presented in §8, where a general class of priority rules and their corresponding equilibria will be analyzed.

In summary, our analysis has shown that treatment rationing is an ineffective way to control patient behavior, and that the system is inefficient under the commonly used FCFS rule. However, we shall show in the next section that social efficiency can be achieved if the priority rule is LCFS.

7. The Role of Prioritization

The analysis for the LCFS discipline follows the steps developed in §5 with the exception that each new patient now arrives at the top of the line, shifting back the position of all other patients by one. Using the approach of §5, we can show that the medical planner will never restrict the range of organs offered to the patients, and hence, the value function for a patient in position $k$ does not depend on the queue length. If we now let $V^L(k)$ denote the value function for a patient in position $k$ and $a^L(k)$ denote that patient’s equilibrium acceptance threshold, then the dynamic programming recursion for the competitive equilibrium is as follows:

$$V^L(1) = \sup_{a(1) \in [1, \infty]} \frac{1}{\beta+1+\lambda+\gamma} \cdot [h + \bar{F}(a(1))g(a(1)) + (1 - \bar{F}(a(1)))V^L(1)] + \lambda V^L(2) + \gamma d],$$

$$V^L(k) = \sup_{a(k) \in [1, \infty]} \frac{1}{\beta+1+\lambda+\gamma k} \cdot [h + \bar{F}(a(k-1))V^L(k-1) + \bar{F}(a(k))g(a(k)) - \bar{F}(a(k-1))g(a(k-1)) + (1 - \bar{F}(a(k)))V^L(k) + \lambda V^L(k+1) + \gamma d + (k-1)\gamma V^L(k-1)].$$

Unlike the FCFS system, in the LCFS system, arrivals are taken into account because they cause each patient’s position to increase by one. One can proceed by considering the aggregate value functions and comparing the competitive acceptance thresholds under LCFS to the socially optimal thresholds. The following result shows that the aggregate value function is obtained by solving the dynamic programming recursion (1)–(2), and hence, with the LCFS priority rule, the medical waiting system with autonomous patients is socially efficient.

**Proposition 4.** Under LCFS, the optimal strategy for the medical planner is to exercise no treatment rationing. The competitive equilibrium that emerges, $\{a^L(k)\}$, is socially optimal.

We shall defer the proof of this proposition until a more general version of this result is presented in §8.

This result establishes that with LCFS the externalities caused by patient choice are completely internalized, because a patient who refuses an offer will
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... the waiting list when a new patient arrives. The threat of this reduction in position is sufficient to align the patient’s behavior with the behavior desired by the medical planner, and thus the socially optimal ideal can be attained.

Most of the existing literature on queueing models with hidden information relies on monetary payments to distinguish between customers of different (unobserved) types. The observation that prioritization alone is sufficient to coordinate such queueing systems was first made informally by Hassin (1985), and to the best of our knowledge, Proposition 4 is the first case in which this insight is rigorously proved. Further, previous work has focused mainly on static equilibrium analysis in which individual decisions are made based on long-run average quantities (such as expected delay). Because these quantities are independent of the queueing discipline by virtue of Little’s Law, static models do not fully capture the power of priorities (within a single customer class). In this regard, our dynamic analysis provides the additional insight that an appropriately chosen queueing discipline can indeed completely eradicate incentive problems among identical customers, as long as real-time system information is readily available and intelligently utilized.

Our analysis of the two polar extremes of LCFS and FCFS allows us to conclude that the former is efficient, whereas the latter is not. However, the social efficiency of LCFS should be treated with caution because of strategic difficulties associated with its implementation: without any form of monitoring, any person in line has the motivation to balk and reenter the system at the top of the line (see Hassin 1985). Although we shall assume that this is not permitted, we also acknowledge the massive administrative costs involved with preventing such behavior, which could partly explain why LCFS systems are rarely observed in practice.

On the other hand, the result that FCFS is inefficient appears incompatible with the observation that it is commonly used in practice. In fact, apart from minor provisions made for exceptional cases, it is the primary prioritization scheme being used. While it is recognized in Larson (1987) that FCFS prioritization, being a symbol of justice and equity, enjoys many advantages that go beyond economic welfare, our model highlights the inherent inefficiency caused by the inability of FCFS to contain the externalities generated by patients’ self-serving behavior.

8. The Equity-Efficiency Trade-off

The result that LCFS achieves a socially efficient competitive equilibrium, while FCFS suffers deadweight losses caused by externality problems brings to the forefront the trade-off between efficiency and equity: The priority rule that maximizes system efficiency is the one that deviates the most from FCFS, the acceptable standard for equity. While this trade-off has attracted considerable attention, previous studies have focused on patient heterogeneity as the main driver behind it. Specifically, while an efficient policy would allocate organs to patients most likely to benefit from transplantation, this would be unjust because it would create disparities in access to transplantation between different ethnic and racial groups (see Zenios et al. 2000). By contrast, the results developed in this paper demonstrate that a trade-off between efficiency and equity can exist even when patients are homogeneous, because of patient choice and its interaction with the queueing priority rule.

To quantify this trade-off, we now consider a continuum of priority rules called randomized absolute priority rules. In these rules, new patients will either receive absolute priority and skip to the head of the line or join the end of the line. Each new patient is granted absolute priority independently with probability \( p \in [0, 1] \); we let \( \{a^p(k)\} \) denote the equilibrium decision thresholds under this priority system. The case of \( p = 0 \) corresponds to FCFS and \( p = 1 \) corresponds to LCFS. These prioritization schemes are probabilistic hybrids of the FCFS and LCFS rules and are thus natural candidates for analysis.

The reader could almost predict our next result, which states that under the randomized absolute priority rule with parameter \( p \), the arrival rate when patients exercise choice is effectively \( \lambda p \). The proof, presented in the appendix, relies on the aggregation argument described in §6.

**Proposition 5.** Under randomized absolute priority with parameter \( p \), the competitive equilibrium thresholds \( \{a^p(k)\} \) can be obtained by solving the optimality Equations (1)–(2) with the arrival rate set at \( \lambda p \).
This proposition presents a continuum of cases covering both FCFS and LCFS prioritization, and confirms the antithetical relationship between absolute priority and externalities. Absolute priority embodies nuances of social injustice, while negative externalities, manifested through distortions in offer acceptance rates, lead to economic inefficiency. The relationship between the absolute priority parameter \( p \) and the effective arrival rate \( \lambda p \) can thus be interpreted as a quantitative representation of the equity-efficiency trade-off, because absolute priorities provide a mechanism to minimize the impact of the negative externalities.

The effect of the priority parameter \( p \) on controlling the externalities can also be confirmed in the following result, which states the impact of the parameter on the equilibrium thresholds.

**Proposition 6.** Let \( 0 \leq p \leq p' \leq 1 \). Then, for each queue length \( n \),

\[
a^p(n) \geq a^{p'}(n).
\]

This proposition states that patients become less selective as the priority parameter increases and, consequently, as the threat of a reduction in their priority following an organ refusal becomes more severe. Therefore, the social planner is able to mitigate the externality effects with randomized absolute priority rules. Such regimes can vary in intensity according to the parameter \( p \), and more importantly, can be justified in several practical cases. (For example, emergency cases and pediatric patients may arguably deserve absolute priority.) On a broader level, our interpretations also suggest that these externality problems can be kept under control using a more general class of preemptive regimes that go beyond randomized absolute priority rules—regimes in which patients who decline an organ offer would expect a decrease in their priority position.

9. **Numerical Study**

In this section, we present results from a numerical study that has two main objectives. The first one is to illustrate that patient choice can significantly degrade the performance of the transplant waiting list as measured by average waiting time and expected patient reward, and to identify key system parameters that either exacerbate or alleviate such performance degradation. The second objective is to study the effect of absolute priorities on system performance. In particular, it will be demonstrated that a system where a small fraction of the patients are granted absolute priorities, while the rests are prioritized according to FCFS, can recover most of the losses caused by the FCFS system.

The parameters for the study are estimated from kidney transplant data obtained from UNOS (2002). The arrival rate is set at \( \lambda = 200 \) patients per year and the service rate is set at \( \mu = 100 \) organs per year. These were obtained by scaling down (and rounding to the closest hundred) the corresponding figures for the national waiting list by a factor of 100, so they represent the waiting list maintained by a small OPO (there are 59 OPOs in the United States). Patient death rate is \( \gamma = 0.124 \), calculated from mortality statistics of transplant candidates as reported in USRDS (2002) and in Wolfe et al. (1999). The following reward structure is used as a basis for decision making. Following Zenios et al. (2000), a reward of \( h = 0.6 \) per year is assigned to patients on the waiting list. This implies that the relative quality of life on the waiting list is 60% of that for healthy individuals. The corresponding reward per unit time for patients who have received a transplant is taken to be 0.75. Patient reward after death is \( d = 0 \), measured in QALYs.

We next proceed to estimate the payoffs obtained from receiving a transplant. Using a USRDS data set of 37,756 kidney transplants performed between November 1994 and December 1999, we fit an exponential survival model with covariates that include, for example, patient and donor tissue types, age, sex, and race. (See Venables and Ripley (1997) for an overview of the relevant survival analysis techniques.) For the average patient, we use this model to estimate survival under two extreme scenarios (best-possible kidney and worst-possible kidney) and then obtain the quality-adjusted life expectancy assuming a quality of life with transplant of 0.75 as above. Then, the best-case estimate is 8.98 years and the worst-case estimate is 4.05 years. Given these estimates, we assume that the random variable \( X \) representing the reward from a random organ offer is uniformly distributed between \( x = 4.00 \) and \( \bar{x} = 9.00 \). All rewards are discounted at a continuous rate \( \beta = 3\% \). Notice that with this reward structure, a patient’s expected discounted QALYs from waiting indefinitely
is $h/(\beta + \gamma) = 3.89$, hence even the worst kidney offer is attractive.

First, we address the effect of patient choice by comparing the performance of the waiting system under both FCFS and LCFS. FCFS is a proxy for the allocation system that now prevails in the United States. Our analysis allows us to compute system transition rates, stationary queue-length distributions, and value functions for both systems, and these quantities can then be used to compute the average waiting time, average queue length, average life expectancy, and welfare loss defined as the percentage difference in QALY between FCFS and the socially optimal LCFS. Table 1 summarizes the key performance metrics. The results demonstrate that patient choice in the FCFS system increases the average queue length and average waiting time until treatment relative to LCFS by 17.8% and 20.4%, respectively. This is because a fraction of the organs allocated under LCFS are discarded under FCFS because they are refused by the patients on the waiting list. This organ wastage culminates into a 5.9% decrease in each patient’s quality-adjusted life expectancy. This seemingly small welfare loss translates into an annual loss of more than 7,000 patient life years (because more than 23,328 patients join the waiting list each year and the life expectancy of each patient is reduced by 0.3 years). The economic consequences are also significant: Because each of the approximately 9,636 patients receiving cadaveric transplants each year has to spend an additional 1.1 years on dialysis with FCFS and because the cost of treatment on the waiting list is $45,000 per patient per year, this translates into an approximate increase in health care costs of more than $476 million per year. These figures are calculated based on waiting list statistics for 2002 reported in OPTN (2003) and dialysis costs reported in Pastan and Bailey (1998), which are all expected to increase in the future.

Next, we examine the impact of different system parameters on welfare losses. We obtain the quality-adjusted life expectancy under four additional scenarios, representing: (1) a bigger OPO, (2) increased variability in organ quality, (3) improved overall organ quality, and (4) increased organ supply. The results are summarized in Table 2.

The following four observations can be made.

1. A 10-fold increase in arrival and service rates is associated with an increase in welfare loss from 5.90% to 7.98%. Further, increased scale is associated with improved overall performance in LCFS (QALYs increase from 5.20 to 5.32), but not in FCFS. This suggests that the statistical economies of scale that are frequently present in standard queueing systems and that explain the improved performance of the LCFS system in this scenario, also cause an increase in welfare losses under the FCFS system. Increased scale with FCFS makes organ refusals more appealing for the patients on the top of the waiting list. The increased arrival rate elevates these patients’ likelihood of receiving a better future offer and drives their decision to refuse organs of low quality.

2. In the scenario representing increased variability, the organ quality distribution is changed to $U[4,10]$; an alternative is to use $U[3, 10]$, which has the same mean as the baseline case and higher variance, but this creates boundary problems when the value of the organ is less than 3.69—the value of waiting in perpetuity. We will compare this case to the

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Welfare Loss in Terms of Performance Metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean queue length</td>
</tr>
<tr>
<td>First-best LCFS</td>
<td>806</td>
</tr>
<tr>
<td>FCFS</td>
<td>950</td>
</tr>
<tr>
<td>% change under FCFS</td>
<td>+17.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Dependence of Welfare Loss on System Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LCFS</td>
</tr>
<tr>
<td>Baseline scenario: $\lambda = 200, \mu = 100$</td>
<td>$X \sim U[4, 9]$</td>
</tr>
<tr>
<td>Increased scale: $\lambda = 2,000, \mu = 1,000$</td>
<td>$X \sim U[4, 9]$</td>
</tr>
<tr>
<td>Increased variability: $\lambda = 200, \mu = 100$</td>
<td>$X \sim U[4,10]$</td>
</tr>
<tr>
<td>Increased mean: $\lambda = 200, \mu = 100$</td>
<td>$X \sim U[4,5,9.5]$</td>
</tr>
<tr>
<td>Increased supply: $\lambda = 200, \mu = 125$</td>
<td>$X \sim U[4, 9]$</td>
</tr>
</tbody>
</table>
scenario representing increased mean quality (with organ quality distribution of $U[4.5, 9.5]$), because the mean organ quality is the same for both scenarios. We see that the welfare loss is slightly higher in an environment of higher variability (6.79% compared to 6.28%), because the patients’ option to wait becomes more valuable.

(3) An improvement in overall organ quality by increasing post-transplant QALYs uniformly by 0.5 years improves quality-adjusted life expectancy in FCFS from 4.89 years to 5.11 years, but it also increases the total welfare loss. Further, the increased QALY under FCFS (5.11 years) falls short of the socially optimal performance of the baseline system (5.20 years). This implies that remedying the externality problems in the original system would have a larger welfare impact compared to an improvement in average organ quality.

(4) In the same vein, increasing the organ supply by a practically impossible 25% leads to an increase in quality-adjusted life expectancy in FCFS from 4.89 years to 5.16 years in the FCFS system. This improvement has the same order of magnitude as the welfare gain from LCFS in the baseline system. That is, the welfare gain caused by adopting a system that aligns patient choice with social efficiency is equivalent to a welfare gain that could be achieved by a 25% increase in organ supply.

In summary, these results suggest that the kidney transplantation system suffers from substantial welfare losses caused by patient choice. While most efforts to improve the performance focus on supply-side strategies, our analysis suggests that the effectiveness of supply-side interventions pales in comparison to that of the demand-based priority rules proposed here.

How much absolute priority should be granted? While the previous analysis suggests that the welfare gains obtained by switching from FCFS to LCFS are substantial, there are several hurdles that would prevent the adoption of LCFS. The analysis in §8 suggests that randomized absolute priority systems can recover part of the welfare losses, because patients internalize some of the externalities caused by their decision to decline an organ offer. We will now investigate the relationship between the fraction of patients receiving absolute priorities, and the fraction of welfare loss that can be recovered.

We start with the baseline scenario and investigate how the performance of the system (measured by the quality-adjusted life expectancy) changes as the fraction $p$ of patients who receive absolute priority also changes. The solid curve in Figure 1 summarizes our results: the parameter $p$ is reflected on the horizontal axis and the fraction of welfare losses recovered is plotted on the vertical axis. As expected, the fraction of welfare loss recovered increases from 0 to 1 as we increase $p$ from 0 (FCFS) to 1 (LCFS). Further, this curve is concave, indicating that the first few units of absolute priority are more effective than subsequent units. We note that 90% of the welfare loss is recovered with $p = 0.41$, and the socially efficient outcome is attained with $p = 0.69$.

Next, we repeat the experiment and vary the supply-to-demand ratio. We consider the following two cases ($\lambda = 100, \mu = 100$ and $\lambda = 500, \mu = 100$), and represent the results using dotted lines in Figure 1. When demand is five times as much as supply, 90% of the welfare loss is already recovered with $p = 0.10$, and the socially efficient outcome is attained only when $p = 0.17$. When demand and supply are balanced, a random absolute priority parameter of $p = 0.72$ is required to recover 90% of the welfare loss, and the socially efficient outcome is attained only when $p = 0.98$. This comparison demonstrates that as the supply-demand imbalance increases, the initial units of absolute priority become more effective. Therefore, the limited
use of randomized priority can improve social welfare in overloaded organ allocation systems, which are expected to become more common in the future.

10. Concluding Remarks
Despite the continued shortage of organs for transplantation, approximately 12% of all kidneys procured from deceased donors are routinely discarded. This wastage contributes to the already long waiting times and to the high cost of treatment for patients on the waiting list. It is also widely recognized that patient choice is a main driver behind this wastage. In fact, a recent report by UNOS (2002) states that “a subset of deceased organs of marginal quality has a high discard rate after procurement because their placement is arduous and prolonged.” This observation has motivated the development of an Expanded Criteria Donor policy that aims to expedite the placement of marginal organs by exploiting patient choice.

This paper attempts to clarify the effect of patient choice on the organ allocation system by examining a stylized queueing model. It demonstrates that the priority discipline used to rank patients on the transplant waiting list can exacerbate the wastage of organs. In fact, FCFS, an established standard of equity, increases patients’ desire to refuse organs of marginal quality and aggravates the organ discard rate. By contrast, LCFS eliminates all externality problems and achieves optimal organ utilization. This finding highlights a new dimension in the equity-efficiency dilemma. The most equitable FCFS policy is inefficient because it exaggerates the externalities of patient choice. This efficiency loss is over and above the well-studied inefficiencies caused by FCFS’s failure to allocate organs to the patients more likely to benefit from them (see Zenios et al. (2000) and references therein).

However, our findings are still several steps away from providing immediately applicable practical recommendations beyond the general warning that “FCFS exacerbates the organ wastage caused by patient choice.” Specifically, LCFS is practically infeasible, and the absence of patient heterogeneity in our model may create suspicion about the validity of our findings. A companion paper (Su and Zenios 2004a) explores the role of heterogeneity in more detail and shows that the inefficiency of the FCFS rule remains relevant in that context. In another work (Su and Zenios 2004b), we study a variant of the “multiserver FCFS” queueing discipline: kidneys are classified into quality grades, and there is a separate FCFS queue for each grade of kidneys. The grades are designed so that better kidneys involve longer waits, and patients balance the trade-off between the quality of the kidney and the waiting time by declaring which grade of kidney they wish to receive. Theoretical analysis demonstrates that this system mitigates the inefficiencies of FCFS, and a simulation model that captures the realistic complexities of the kidney allocation environment (see Su et al. 2004), demonstrates that the same system accelerates the placement of kidneys and reduces organ wastage.

One of the objectives of this paper is to determine the impact of the priority discipline on the number of organs discarded because of patient choice. The numerical results demonstrate that under a FCFS discipline, as many as 15% of organs may be wasted because of patient refusals. This estimate compares favorably to the actual percentage of 12% reported in clinical studies, and supports the hypothesis that a significant number of organs are refused because of the prioritization system. However, the actual number of organs discarded cannot be estimated precisely by our model. This is because the local waiting systems that make up the national waiting list share organs, and thus the U.S. waiting system looks like a massive single waiting list—much different that the smaller waiting systems analyzed in §9. One may then argue that organ refusals will be rare in such a massive system, because the effects of the priority discipline will be dwarfed by the scale of the waiting system. While compelling, this argument is flawed: In a national waiting system, refusals cause an organ to be transported across regions, incurring transportation delays that cause a deterioration in the quality of the organ. So even if the organ is not discarded following refusals, it will be substantially inferior. However even if one ignores the transportation delays, the numerical results in §9 suggest that the welfare losses because of organ refusals increase with the scale of the system, and thus, they may be more profound in a massive national system compared to a smaller local system. Nevertheless, we do not wish to argue that our findings make a convincing case that much of the currently refused organs are because of
the priority discipline. While our informal discussions with clinicians in two transplant centers suggest that patients frequently refuse organs because they recognize that once they reach the top of the waiting list they can afford to be selective, one of the reviewers shared with us a different conversation with a transplant team that contradicted our informal discussions. Absent any primary unbiased data, the results in this paper support the hypothesis postulated above, but do not convincingly prove it.

In summary, while it is desirable to expand the role of patient choice in the organ allocation system, poorly designed initiatives can have the opposite of the intended effect. This paper highlights these “unintended consequences” and identifies containment mechanisms that help improve the utilization of scarce organ resources.
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Appendix. Proofs
Proof of Proposition 1. The proof shall proceed in three steps.

Step 1. In this step, we use value iteration to establish that the relative value function defined as \( \delta(n) \equiv V(n) - V(n - 1) \) is nonincreasing in \( n \). Let \( V_k(n) \) denote the \( k \)th iterate for the value function, with the supremae attained by \( [b^k(n)] \); the superscript here represents an abuse of notation because in the main part of this paper, superscripts in the value function are used to represent different priority rules. That is, starting arbitrarily with \( V^0(n) \equiv 0 \), we have, for every \( n \geq 0 \)

\[
V^{k+1}(0) = \frac{\lambda}{\beta + \lambda} V^k(1),
\]

\[
V^{k+1}(n) = \sup_{b \in [0,1]} \frac{1}{\beta + \lambda + \gamma n} \left\{ [h + F(b)](V^k(n + 1) - g(b(n)) + (1 - F(b))V^k(n) + \Delta V^k(n + 1) + \gamma n(V^k(n + 1) + d)] \right\}.
\]

Next, define for \( k \geq 0 \) and \( n \geq 1 \),

\[
\delta^k(n) \equiv V^k(n) - V^k(n - 1),
\]

which, by the convergence of the value iteration algorithm, converges to \( \delta(n) \) as \( k \to \infty \) for every \( n \geq 1 \).

Now, to establish that \( \{\delta^k(n)\} \) is nonincreasing in \( n \), it suffices to show that \( \{\delta^k(n)\} \) is nonincreasing in \( n \) for every \( k \geq 0 \). We shall show this by induction. Notice that this holds trivially for \( k = 0 \). For \( k \geq 0 \) and \( n \geq 1 \), elementary algebra shows that

\[
\delta^{k+1}(n) = V^{k+1}(n) - V^{k+1}(n - 1)
\]

\[
\leq \frac{1}{\beta + 1 + \lambda + (n + 1)\gamma} \cdot [h + F(b^k(n + 1))\Delta^k(n) + (1 - F(b(n + 1)))\Delta^k(n + 1) + \lambda \Delta^k(n + 2) + \gamma n \Delta^k(n) + \gamma d],
\]

\[
\delta^{k+1}(n) \geq \frac{1}{\beta + 1 + \lambda + (n + 1)\gamma} \cdot [h + F(b^k(n - 1))\Delta^k(n - 1) + (1 - F(b(n - 1)))\Delta^k(n - 1) + \lambda \Delta^k(n + 1) + \gamma n \Delta^k(n) + \gamma d] + \gamma \Delta^k(n + 1) + \gamma d],
\]

To obtain the inequalities in (19)–(20), we use the fact that \( b^k(n + 1) \) and \( b^k(n - 1) \) are suboptimal in state \( n \) and we uniformize the transition rates. Inequalities (19)–(20), together with the inductive hypothesis, imply

\[
\delta^{k+1}(n + 1) - \delta^{k+1}(n) \leq \frac{1}{\beta + 1 + \lambda + (n + 1)\gamma} \cdot [(1 - F(b(n + 1))))\Delta^k(n + 1) - \Delta^k(n)] + F(b^k(n - 1))\Delta^k(n) - \Delta^k(n - 1) + \lambda \Delta^k(n + 2) - \Delta^k(n + 1) + \gamma n (\Delta^k(n) - \Delta^k(n - 1))
\]

\[
\leq 0.
\]

Similarly, for the boundary terms, we have, for \( k \geq 0 \),

\[
\delta^{k+1}(2) \leq \frac{1}{\beta + 1 + \lambda + 2\gamma} \cdot [h + F(b^k(2))\Delta^k(1) + (1 - F(b^k(2)))\Delta^k(2) + \lambda \Delta^k(3) + \gamma \Delta^k(1) + \gamma d],
\]

\[
\delta^{k+1}(1) \geq \frac{1}{\beta + 1 + \lambda + 2\gamma} [h + \Delta^k(1) + \lambda \Delta^k(2) + \gamma \Delta^k(1) + \gamma d],
\]

where (22) follows from taking \( n = 1 \) in (19), and transition rates are appropriately uniformized. Inequalities (22)–(23),
together with the inductive hypothesis, imply
\[
\Delta^{k+1}(2) - \Delta^{k+1}(1) \leq \frac{1}{\beta + 1 + \lambda + 2\gamma}
\cdot [(1 - F(b^*(2)))(\Delta^k(2) - \Delta^k(1))
\quad + \lambda (\Delta^k(3) - \Delta^k(2))]
\leq 0.
\] (24)
Combining (21) and (24), our inductive proof is complete, and we have shown that \(\Delta(n)\) is nonincreasing in \(n\).

Step 2. Next, after removing terms that do not depend on \(b(n)\), observe that for each \(n \geq 1\), \(b^*(n)\) is the maximizer of:
\[
V(b(n), \Delta(n)) \equiv \tilde{F}(b(n))(g(b(n)) - \Delta(n)).
\] (25)
This function satisfies the following increasing differences (ID) property:
\[
V(b', \Delta) - V(b, \Delta) \quad \text{is strictly increasing in } \Delta \in \mathbb{R}
\quad \text{for any } b, b' \in (\tilde{x}, \bar{x}) \text{ s.t. } b < b'.
\]
We can verify this property by observing the relation
\[
\partial^2 V(b, \Delta) / \partial b \partial \Delta = f(b)
\]
and integrating from \(b\) to \(b'\).

Step 3. Finally, consider some arbitrary \(n, n'\) such that \(n < n'\). The result from Step 1 allows us to conclude that \(\Delta(n) \geq \Delta(n')\). We consider the following two cases.

Case 1. \(\Delta(n) = \Delta(n')\)

Here, \(b^*(n)\) and \(b^*(n')\) are maximizing the same objective function (25). If the solution is unique, then \(b^*(n) = b^*(n')\); otherwise, we can choose the same solution for both and we still have \(b^*(n) = b^*(n')\).

Case 2. \(\Delta(n) > \Delta(n')\)

Suppose for sake of contradiction that \(b^*(n) < b^*(n')\). The ID property gives
\[
V(b^*(n'), \Delta(n)) - V(b^*(n), \Delta(n))
> V(b^*(n'), \Delta(n')) - V(b^*(n), \Delta(n'))
\]
but by the optimality of \(b^*(n)\) and \(b^*(n')\) in (25), we know that
\[
V(b^*(n'), \Delta(n)) - V(b^*(n), \Delta(n))
\leq 0 \leq V(b^*(n'), \Delta(n')) - V(b^*(n), \Delta(n'))
\]
which gives the desired contradiction. Therefore, \(b^*(n) \geq b^*(n')\).

Therefore, we can always find an optimal policy \(\{b^*(n)\}\) that is nonincreasing in \(n\). The proof is complete. \(\Box\)

**Proof of Proposition 2.** Consider an arbitrary control policy \(\{b(n)\}\), let \(V_i(n)\) and \(a_i(n)\) denote the equilibrium value function and patient decision thresholds. We shall begin by showing that \(b(n)\) cannot be optimal if there is some \(n\) for which
\[
a_i(n) > V_i(n) \quad \text{and} \quad a_i(n) \neq \bar{x}.\] (26)
The proof proceeds by contradiction. Consider the value of \(n\) for which (26) holds. In this case, we must have \(a_i(n) = b(n)\); otherwise, the equilibrium cannot be sustained because a smaller \(a_i(n)\) is feasible and will be chosen instead since \(a_i(n)\) denotes the lowest acceptable quality, and \(V_i(n)\) is the continuation payoff from waiting. This similarly implies that if \(b(n)\) is reduced to \(b(n) - \epsilon\), the equilibrium value of \(a_i(n)\) decrease and \(V_i(n)\) will increase. Hence, the policy \(\{b(n)\}\) is therefore suboptimal.

This establishes that if \(\{b(n)\}\) is optimal, then \(a_i(n) \leq V_i(n)\) or \(a_i(n) = \bar{x}\) for every \(n\). Since \(a_i(n) < V_i(n)\) is not sustainable in equilibrium, we are left to consider policies with either \(a_i(n) = V_i(n)\) or \(a_i(n) = \bar{x}\). For any such policy, feasibility implies that \(b(n) = \bar{x}\) for any \(n\) with \(a_i(n) = \bar{x}\). For all other values of \(n\), decreasing the control \(b(n)\) to \(\bar{x}\) does not affect the equilibrium decision thresholds, because \(a_i(n)\) already satisfies the first-order condition in (11).

This implies that all these policies yield the same equilibrium outcome as the no-control policy \(b(n) \equiv \bar{x}\), which is therefore optimal. \(\Box\)

**Proof of Proposition 3.** This follows as a corollary to Proposition 5 by using \(p = 0\). \(\Box\)

**Proof of Proposition 4.** This follows as a corollary to Proposition 5 by using \(p = 1\). \(\Box\)

**Proof of Proposition 5.** We shall begin by writing down the optimality equations under randomized absolute priority with parameter \(p\). Let \(a^p(k)\) denote the decision threshold that attains the supremum and \(V^p(k)\) the optimal value function for a patient in position \(k\), we can express the optimality equations as
\[
V^p(1) = \frac{1}{\bar{\beta} + 1 + \lambda + \gamma}
\cdot [h + \tilde{F}(a^p(1))g(a^p(1)) + (1 - \tilde{F}(a^p(1)))V^p(1)
\quad + \lambda (pV^p(2) + (1 - p)V^p(1)) + \gamma d],
\] (27)
\[
V^p(k) = \frac{1}{\bar{\beta} + 1 + \lambda + \gamma k}
\cdot [h + \tilde{F}(a^p(k - 1))V^p(k - 1) + \tilde{F}(a^p(k))g(a^p(k))
\quad - \tilde{F}(a^p(k - 1))g(a^p(k - 1)) + (1 - \tilde{F}(a^p(k)))V^p(k)
\quad + \lambda (pV^p(k + 1) + (1 - p)V^p(k))
\quad + \gamma d + (k - 1)\gamma V^p(k - 1)].
\] (28)

Now, let \(\bar{V}^p(k) = \sum_{i=1}^k V^p(i)\). Then, retaining the supremum only for the last term in each summation and substituting \(a^p(k)\) into the other terms, we have
\[
\bar{V}^p(1) = \sup_{a^p(1) \in [\tilde{x}, \bar{x}]} \frac{1}{\bar{\beta} + 1 + \lambda + \gamma}
\cdot [h + \tilde{F}(a(1))g(a(1)) + (1 - \tilde{F}(a(1)))\bar{V}^p(1)
\quad + \lambda (p(\bar{V}^p(2) - \bar{V}^p(1)) + (1 - p)\bar{V}^p(1)) + \gamma d],
\] (29)
\varepsilon^p(k) = \frac{1}{\beta + 1 + \lambda + \gamma} \cdot \left[ h + \bar{F}(a^p(1))g(a^p(1)) + (1 - \bar{F}(a^p(1)))V^p(1) + \lambda(pV^p(2) + (1 - p)V^p(1)) + \gamma d \right] + \sum_{i=2}^{k-1} \frac{1}{\beta + 1 + \lambda + k\gamma} \cdot \left[ h + \bar{F}(a^{p(i)}(i))g(a^{p(i)}(i)) - \bar{F}(a^{p(i)}(i))g(a^{p(i)}(i-1)) + (1 - \bar{F}(a^{p(i)}(i)))V^p(i) + \lambda(pV^p(i+1) + (1 - p)V^p(i)) + \gamma d + (i-1)\gamma V^p(i-1) \right] + \sup_{a^{(k)} \in \mathcal{L}_k} \left\{ \frac{1}{\beta + 1 + \lambda + k\gamma} \cdot \left[ h + \bar{F}(a^{p(k-1)}(k-1))g(a^{p(k-1)}(k-1)) + (1 - \bar{F}(a^{p(k-1)}(k-1)))V^p(k-1) + \lambda(pV^p(k) + (1 - p)V^p(k)) + \gamma d + (k-1)\gamma V^p(k-1) \right] \right\} \tag{30}

= \sup_{a^{(k)} \in \mathcal{L}_k, a^{(k-1)} \in \mathcal{L}_k} \frac{1}{\beta + 1 + \lambda + \gamma} \cdot \left[ h + \bar{F}(a^{(1)}(1))g(a^{(1)}(1)) + (1 - \bar{F}(a^{(1)}(1)))V^p(1) + \lambda(pV^p(2) + (1 - p)V^p(1)) + \gamma d + (k-1)\gamma V^p(k-1) \right] + \sum_{i=2}^{k-1} \frac{1}{\beta + 1 + \lambda + k\gamma} \cdot \left[ h + \bar{F}(a^{(i)}(i))g(a^{(i)}(i)) - \bar{F}(a^{(i)}(i))g(a^{(i)}(i-1)) + (1 - \bar{F}(a^{(i)}(i)))V^p(i) + \lambda(pV^p(i+1) + (1 - p)V^p(i)) + \gamma d + (i-1)\gamma V^p(i-1) \right] + \sup_{a^{(k)} \in \mathcal{L}_k, a^{(k-1)} \in \mathcal{L}_k} \left\{ \frac{1}{\beta + 1 + \lambda + k\gamma} \cdot \left[ h + \bar{F}(a^{(k-1)}(k-1))g(a^{(k-1)}(k-1)) + (1 - \bar{F}(a^{(k-1)}(k-1)))V^p(k-1) + \lambda(pV^p(k) + (1 - p)V^p(k)) + \gamma d + (k-1)\gamma V^p(k-1) \right] \right\} \tag{31}

Next, let \( J(k) = z + \tilde{V}^p(k) \), where \( z = (\lambda p/\beta)V^p(1) \). Then, from the expression for \( \tilde{V}^p(1) \) in (29), and after some algebra we have

\[
J(1) = \sup_{a(1) \in \mathcal{L}_1} \frac{1}{\beta + 1 + \lambda + \gamma} \cdot \left[ h + \bar{F}(a(1))(g(a(1)) + \frac{\lambda p}{\beta + \lambda p}J(1)) + (1 - \bar{F}(a(1)))J(1) + \lambda(pJ(2) + (1 - p)J(1)) + \gamma(d + \frac{\lambda p}{\beta + \lambda p}J(1)) \right]. \tag{33}
\]

Similarly, using the expression for \( \tilde{V}^p(k) \) in (32), we have

\[
J(k) = \sup_{a(k) \in \mathcal{L}_k, a(k-1) \in \mathcal{L}_k} \frac{1}{\beta + 1 + \lambda p + \gamma} \cdot \left[ h + \bar{F}(a(1))(g(a(1)) + \frac{\lambda p}{\beta + \lambda p}J(1)) + (1 - \bar{F}(a(1)))J(1) + \lambda(pJ(2) + (1 - p)J(1)) + \gamma d + \gamma k J(k-1). \right]. \tag{34}
\]

After removing “dummy” transitions, which were introduced purely for purposes of uniformization, (33)–(34) become

\[
J(1) = \sup_{a(1) \in \mathcal{L}_1} \frac{1}{\beta + 1 + \lambda p + \gamma} \cdot \left[ h + \bar{F}(a(1))(g(a(1)) + \frac{\lambda p}{\beta + \lambda p}J(1)) + (1 - \bar{F}(a(1)))J(1) + \lambda(pJ(2) + (1 - p)J(1)) + \gamma(d + \frac{\lambda p}{\beta + \lambda p}J(1)) \right], \tag{35}
\]

\[
J(k) = \sup_{a(k) \in \mathcal{L}_k, a(k-1) \in \mathcal{L}_k} \frac{1}{\beta + 1 + \lambda p + \gamma} \cdot \left[ h + \bar{F}(a(1))(g(a(1)) + \frac{\lambda p}{\beta + \lambda p}J(1)) + (1 - \bar{F}(a(1)))J(1) + \lambda(pJ(k+1) + (1 - p)J(k)) + \gamma d + \gamma k J(k-1). \right]. \tag{36}
\]
The monotonicity result of Proposition 1 implies that imposing a constraint that \( u(k) \) is decreasing in \( k \) does not change the solution of optimality Equations (35)–(36). Therefore,

\[
J(0) = \frac{\lambda p}{\beta + \lambda p} J(1),
\]

\[
J(1) = \sup_{a(1) \in [0,1]} \frac{1}{\beta + 1 + \lambda p + \gamma} \left[ h + \bar{F}(a(1))(f(0) + g(a(1))) + (1 - \bar{F}(a(1)))f(1) + \lambda p f(2) + \gamma (f(0) + d) \right],
\]

\[
J(k) = \sup_{a(k) \in [0,a(k-1)]} \frac{1}{\beta + 1 + \lambda p + \gamma k} \left[ h k + \bar{F}(a(k))(f(k - 1) + g(a(k))) + (1 - \bar{F}(a(k)))f(k) + \lambda p [f(k + 1) + \gamma k(f(k - 1) + d)] \right].
\]  

Therefore, the optimal decision thresholds \( \phi^*(k) \) must solve (1)–(2) with the arrival rate modified at \( \lambda p \). □

**Proof of Proposition 6.** The proof shall proceed in three steps. In the first step, we consider the relative value function for the optimality Equations (1)–(2), defined by \( \Delta(n) = V(n) - V(n-1) \) and \( \Delta(0) = V(0) \), and show that it solves a linear program. In the second step, we consider the relative value function when the arrival rate is \( \lambda' \) and show that it is feasible for the linear program corresponding to \( \lambda < \lambda' \). This, in turn, implies that the relative value function is decreasing in \( \lambda \). The claim is then established in Step 3 based on the argument presented in the proof of Proposition 1.

**Step 1.** Let us express the optimality Equations (1)–(2), in terms of the relative value functions:

\[
\beta \Delta(0) = \lambda \Delta(1)
\]

\[
\beta V(n) = \sup_{b(n) \in [0,1]} [ h n + \bar{F}(b(n))(g(b(n)) - \Delta(n)) + \lambda \Delta(n+1) + \gamma n (d - \Delta(n))] \quad \forall n \geq 1
\]

Using (40) and the fact that \( V(n) = \sum_{i=1}^{n} \Delta(i) \), we can write this as \( \forall n \geq 1,
\]

\[
0 = \sup_{b(n) \in [0,1]} [ h q + \bar{F}(b(n))(g(b(n)) - \Delta(n)) + \gamma n (d - \Delta(n)) + \lambda (\Delta(n+1) - \Delta(1)) - \beta \sum_{i=1}^{n} \Delta(i) ]
\]

It then follows that the optimal relative value functions must solve the following linear program (see Puterman 1994), where \( \{ \omega(n) \} \) are arbitrary positive constants:

\[
\min_{\{ \Delta(n) \}} \sum_{n=1}^{\infty} \omega(n) \Delta(n)
\]

\[\text{s.t. } 0 \geq \left[ h n + \bar{F}(b(n))(g(b(n)) - \Delta(n)) + \gamma n (d - \Delta(n)) + \lambda (\Delta(n+1) - \Delta(1)) - \beta \sum_{i=1}^{n} \Delta(i) \right], \quad \forall n \geq 1.
\]

We shall call this linear program \( (LP; \lambda) \).

**Step 2.** Consider now the relative value function \( \Delta'(n) \) that corresponds to an arrival rate \( \lambda' > \lambda \). We shall show that \( \Delta'(n) \leq \Delta(n) \) for every \( n \).

The optimal relative value functions \( \{ \Delta(n) \} \) and \( \{ \Delta'(n) \} \) must solve \( (LP; \lambda) \) and \( (LP; \lambda') \), respectively. Because we have previously shown that \( \Delta(n) \) is nonincreasing in \( n \), it is not difficult to see that \( \Delta(n) \) is feasible in \( (LP; \lambda') \). This is because the right-hand side of (44) remains negative when \( \lambda \) is replaced by \( \lambda' \).

Now, suppose that there is some \( n \) for which \( \Delta'(n) > \Delta(n) \). Then, we can choose positive weights \( \{ \omega(n) \} \) such that \( \sum_{i=1}^{n} \omega(i) \Delta'(i) > \sum_{i=1}^{n} \omega(i) \Delta(i) \), which contradicts the optimality of \( \{ \Delta(n) \} \) in \( (LP; \lambda') \). Therefore, we must have \( \Delta'(n) \leq \Delta(n) \) for every \( n \).

**Step 3.** Finally, we can show that \( b'(n) \leq b(n) \) for every \( n \). This follows directly from Step 2 using the same argument provided in the proof of Proposition 1. □
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