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Abstract

Unfettered nationwide bank branching raises the issue of whether consolidation of

banksÕ ``back-o�ce'' operations, such as their payment processing, reduces operating

costs. Whether centralized processing of payments reduces costs depends on the size and

range of scale economies, the relative prices of data processing and telecommunication

inputs, and changes in technology in addition to the number of sites operated. While

consolidating payment operations into fewer sites may reduce average data processing

costs, those cost savings may be more than o�set by associated increases in telecom-

munications expenses. To investigate the potential e�ects of consolidation on future

banking operations, we look at the experience of the Federal Reserve in consolidating

its Fedwire electronic funds transfer operation over 1979 to 1996. Previous research

suggested that scale economies in Fedwire payment processing were minimal and that

the observed declines in average Fedwire production costs were largely attributable to

technical advance. Our estimates suggest more nearly the opposite. We ®nd that the

Fedwire funds transfer operation exhibited large scale economies but little technical

advance beyond that already embodied in the technology-adjusted input prices of data
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processing and telecommunication inputs. We also ®nd that the consolidation of Fed-

wire into fewer o�ces contributed around one-fourth of the overall reduction in Fed-

wire average cost. Ó 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

Banks process deposits and payments, disburse credit, and calculate account
balances of their household, business, and public sector customers. Processing
the information associated with these ``back-o�ce'' activities is a signi®cant
source of bank cost. Back o�ce costs include the costs of operating data
processing o�ces and the costs of telecommunication between the processing
o�ce and each of the bank's branches and other processing sites.

As banks merge and branch over wider geographic areas, they face decisions
about how much to consolidate back-o�ce operations. Banks with geo-
graphically-limited service areas typically establish a single information pro-
cessing site. Banks that operate statewide sometimes process deposit, payment,
and other information on a centralized basis. Larger banks may opt instead for
distributed processing at several sites. In making such decisions, banks that
operate fewer, larger back-o�ce operations potentially reduce average data
processing costs at the expense of higher telecommunication costs. Consoli-
dating data processing sites reduces costs if there are important economies of
scale in data processing. The greater use of telecommunication facilities that
consolidation entails raises expenses but this impact is reduced if the real cost
of telecommunication and data processing inputs falls over time. Conse-
quently, larger economies of scale in data processing and lower input prices
provide greater incentives for banks to centralize back o�ce operations, such
as payment processing.

The Federal Reserve System operates an electronic funds transfer system,
Fedwire, that is similar in many respects to the electronic payment operations
operated by banks. 1 Because of these similarities, because Fedwire consoli-
dated its payment operations into fewer processing sites since the 1970s, and
because of the availability of a considerable amount of data, we studied the
Fedwire (funds) transfer operation to gain insight into some of the incentives
banks may have to consolidate their back-o�ce operations with the advent of

1 Fedwire also operates a book-entry securities transfer operation. We only studied the funds

transfer part of Fedwire.
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nationwide banking. Quarterly data on Fedwire operations over 1979±1996
were used to estimate scale economies, technical change, and the cost e�ect of
consolidation. 2

Prior to 1990, the Federal Reserve processed Fedwire payment transfers at
12 electronic payment processing sites and had a back-up site. By 1996 these 12
sites had been consolidated to a single, centralized site with two back-ups. The
Federal Reserve also operated 36 customer service o�ces prior to 1980. By
1996 the 36 o�ces were consolidated into 12, one at each Federal Reserve
District head o�ce.

The 1979±1996 period also brought other changes that could importantly
a�ect payment production costs. The number of Fedwire transfers more than
quadrupled and the prices of data processing and telecommunication inputs
fell substantially relative to the general price level. These prices also changed
substantially relative to each other. In addition, technical change swept over
the ®nancial services industry. Thus, our study covers a period where there was
a considerable increase in Fedwire output, important changes in the level and
relative prices of Fedwire inputs, and a dramatic consolidation of Fedwire
processing and customer service o�ces.

To provide context for our study, Section 2 notes the types, volumes, and
trends in electronic payments in the US while Section 3 summarizes econo-
metric studies of payments costs. Although scale economies and technical
change have been estimated for Fedwire operations, paper checks, and other
payment methods, the cost e�ects of consolidation of payment operations have
not yet been rigorously examined or estimated econometrically.

A time-line of Fedwire consolidations is presented in Section 4 and the
considerable decline in Fedwire average cost over 1979±1996 is illustrated. The
price of data processing inputs declined absolutely and relative to the price of
telecommunication. Overall, expenditures on data processing rose relative to
those for telecommunication. Section 5 presents the cost function used to es-
timate scale economies, technical change, and the cost e�ect of consolidation.
It also discusses the variables used, especially the three di�erent speci®cations
of technical change. Appendix A contains additional details about the data we
used. Econometric results are presented in Section 6. Section 7 lays out our
conclusion that scale economies are large and technical change, beyond that
already embodied in the technology-adjusted input prices, was minimal. Im-
portantly, consolidation of Fedwire o�ces appears to have reduced costs.

2 Scale economies represent increasing returns to scale where costs rise less than proportionally

with the level of output so that the scale cost elasticity is less than 1.00.
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2. Electronic payment volumes and trends

In the late 1990s, electronic payments accounted for about 25% of all
noncash transactions in the United States and (paper) checks accounted for the
remaining 75% (Bank of International Settlements, 1997). Credit cards were
the most frequently used electronic payment instrument, accounting for 19% of
all noncash payments. Automatic clearinghouse payments (3.5%), debit card
payments (3.0%), and wire transfers (0.1%) had much smaller shares of non-
cash payments. The number of checks written per person in the US was ex-
pected to peak by the end of the 1990s; it was already trending down in most
other developed countries by the middle of the 1990s.

Forecasts suggest that by the year 2010 between 45 and 58% of noncash
payments in the US may be electronic (Humphrey et al., 1998). Use of his-
torical US data points toward the lower future share; a higher share is fore-
casted if the US shifts from paper to electronics at speeds more like those
experienced in the United Kingdom, France, and Canada. The higher share is
more likely if state governments follow the federal government's example and
mandate that all of their payments be electronic, which will be the case for
federal payments starting in 1999. Although checks will still command a large
share of noncash payments by 2010, their use at the point of sale or for bill
payments will in the future result in many of them being truncated at an early
stage and collected electronically. Although paper will initiate the transactions,
electronics will do most of the work in ®nishing the transactions.

3. Empirical studies of payments

Table 1 presents a list of the empirical payment cost studies that have in-
vestigated scale economies and/or technical change in the payment area. Nearly
all of these studies have used data on the operation of the Federal Reserve
System's payment operations, as publicly available data on bank payment
operations are almost impossible to obtain.

Early payment studies (Walker, 1978; Humphrey, 1981a, 1981b, 1982, 1984,
1985; Zimmerman, 1981; Belton, 1984; Dotsey, 1991) typically estimated
whether payment processing exhibited economies of scale. They used standard
or least-squares techniques and typically speci®ed cost functions as translog,
quadratic, or log-linear. These early studies used cross-section data and thus
were not able to estimate the possible in¯uence of technical change on costs.

More recently, other studies have focussed on frontier analysis to determine
if an e�cient level, or scale, of output was being produced (Bauer, 1993; Bauer
and Hancock, 1993, 1995; Bauer and Ferrier, 1996). Production is scale e�-
cient if it takes place at minimum average cost. For a given level of output,
typically measured by the number of payment items processed, cost ine�ciency
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means that either more of each input was used than was required by the
technology or that inputs were used in sub-optimal proportions. Bauer and
Ferrier (1996) speci®ed a hybrid-translog Fourier functional form for their
frontier study, which o�ers a close global approximation to any underlying
functional form (Gallant, 1981). Humphrey (1994) used a composite cost and
pro®t function to study the technology of ATMs, a functional form that
provides more stable estimates of scope economies (Pulley and Braunstein,
1992).

Fedwire studies: Table 1 lists three studies that estimated cost functions for
Fedwire transfers. Based on cross-section data for 1979, Humphrey (1982)
found little indication of economies of scale in electronic transfers. The four
o�ces with the smallest volumes faced increasing returns to scale, but 98% of
Fedwire transfers in 1979 were processed at o�ces that faced costs insigni®-
cantly di�erent from those implied by constant returns to scale. Unfortunately,
this ®nding was probably due more to the way that costs for centrally-pro-
cessed, interdistrict transfers were allocated back to the various o�ces than to
the absence of economies of scale. 3 The second study applied a translog cost
function to 1977, 1978, and 1979 cross-sections of data for Federal Reserve
Districts (Humphrey (1984)). The estimated average cost curves for Fedwire
operations were slightly U-shaped for both groups of o�ces, indicating that
scale economies would be exhausted eventually.

The third study of Fedwire costs used a panel of quarterly 1990±1994 data
for Federal Reserve Districts, employed a frontier estimation technique, and
estimated both translog and hybrid-translog Fourier cost functions (Bauer and
Ferrier, 1996). The results mimicked those of the two earlier studies: the two
smallest-volume processing sites exhibited scale economies, the largest-volume
site exhibited scale diseconomies, and the other sites operated approximately
with constant returns to scale. 4 This study also reported very rapid technical
advance: estimated technical change reduced Fedwire production costs by
about 6% annually. None of the studies listed in Table 1 directly considered
how, apart from scale economies, the consolidation of payment processing
operations may a�ect production costs, which is one task of this paper.

3 In the Federal Reserve accounting records, interdistrict transfer expenses were allocated back

to the 12 Federal Reserve Districts in proportion to their interdistrict transfers sent and received.

They were allocated at the observed national average cost. This accounting procedure biases

econometric estimates toward ®nding constant returns to scale.
4 When Bauer and Ferrier (1996) omitted the site with the largest volume from their sample, all

of the remaining eleven sites experienced scale economies. They argued that this reversal of results

was due to the di�culty of disentangling e�ects of cost ine�ciency from those for scale economies.
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4. Consolidation of Fedwire operations

A time-line of Fedwire consolidations: The number of Fedwire data pro-
cessing sites and customer service o�ces over 1979±1996 are shown at the top
of the vertical lines in Fig. 1. The lines themselves indicate the years that
various consolidations occurred. There were 12 data processing sites (one at
each Federal Reserve Bank) in 1979 and a back-up site was added in 1985 for a
total of 13. The number of data processing sites rose to 15 when inter-District
(but not intra-District) wire transfers began to be processed at a centralized
facility, but fell thereafter. There were only three data processing sites after the
1995 consolidation when both inter-District and intra-District processing was
centralized to 1 site plus 2 back-ups. Customer services o�ces experienced a
similar consolidation. These o�ces fell from 36 (located at the 12 Federal
Reserve Banks and their branches) in 1979 to 30 in 1980. Successive consoli-
dations reduced their number to 12 in 1995 (one at each Federal Reserve
Bank).

Changes over time in the share of data processing expenses in total cost
re¯ected major changes the Federal Reserve System's computing strategy. In

Fig. 1. Fedwire consolidations and average cost per Fedwire transfer. Note: Scatter plots of av-

erage cost with and without transition costs for 1979:Q1±1997:Q3. Vertical markers indicate years

with consolidation activity. The smooth lines are parametric cubic splines with continuous second

derivatives. The method used a piecewise third-degree polynomial for each set of adjacent points.

The polynomial passes through the plotted points and matches the ®rst and second derivatives of

neighboring segments at the points (see Reinsch, 1967).
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an attempt to reduce costs, during the 1970s and 1980s the then 12 independent
Reserve Bank automation programs were standardized with respect to core
business application software, computer hardware, operating systems, system
availability, and disaster recovery methods. Later, in 1991, the Federal Reserve
Automation Service (FRAS) was established to provide for centralized man-
agement for Fedwire payment operations. The next year FRAS began to incur
expenses as it purchased data processing equipment for its centralized opera-
tions and devoted employee time to its special Automation Consolidation
project, which was to consolidate Fedwire mainframe computer operations
into only three sites. Through 1994, FRAS used sta� to bring the di�ering
District operations in line with the coming, single standard (Board of Gover-
nors of the Federal Reserve System, 1995). By the end of 1994, four Reserve
Banks used the centralized data processing operation; by the end of 1995, 11
Reserve Banks had converted. The last and largest o�ce (New York) con-
verted in 1997.

Incentives to consolidate Fedwire: Three factors provided incentives to con-
solidate Fedwire operations: (i) technical changes, (ii) scale economies, and (iii)
public policy issues. Technical changes greatly raised the processing speed of
data processing computers that handled Fedwire transfers. Other changes in-
creased transmission speed and improved telecommunication security between
banks and Federal Reserve District o�ces. These advances lowered the real
cost of data processing and made banks' communications to more-distant
Federal Reserve o�ces cheaper, safer, and more reliable.

Expanded scale economies in Fedwire operations likely originated from at
least two sources. First, distributed Fedwire operations may have been sub-
optimally small, so that consolidating operations into fewer processing sites
would have reduced total costs. As well, distributed processing made en-
hancements to Fedwire operations di�cult to coordinate, expensive to imple-
ment, and prone to operational di�culties. Second, standardizing Fedwire's
software applications and use of computer hardware eliminated the common
practice of each Federal Reserve District developing and maintaining its own
computer software and hardware to suit perceived local interests (Gilbert et al.,
1997). 5

Policy issues, such as the growth of statewide and regional bank branching
and the increasing likelihood of nationwide branching, may have also played a
role in consolidation. Even before nationwide branching became a reality,

5 The equipment used to connect banks with the Federal Reserve was also standardized and the

12 separate intra-district communication networks were replaced with a single, nationally-managed

network (Fednet). Format changes have also been implemented making it less costly for

commercial banks to re-route funds transfer information received on CHIPS or SWIFT over

Fedwire (Federal Reserve Bank of New York, 1995).
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many larger banks greatly expanded their geographical service areas via
mergers and expansions, often operating across more than one Federal Reserve
District. As a result, these banks had an increased interest in having the
Federal Reserve consolidate its operations and they pushed for a restructuring
that would better serve their needs.

Fedwire consolidation and average cost: The ``square'' symbols in Fig. 1 plot
the average cost of a Fedwire transfer over 1979±1996. The ``asterisk'' symbols
plot a measure of average cost that excluded consolidation transition costs.
Transition costs include various re-organization expenses and the imputed cost
of duplicate capacity resulting from the transition from one data processing
system to an updated one. These costs were segregated from normal Fedwire
costs after 1992. The cost series that excludes transition costs (asterisks) re¯ects
better the longer-run average costs of Fedwire operations.

The most striking feature of Fig. 1 is the downward trend in (nominal-
dollar) Fedwire average production costs. Average cost fell from about $0.34
per transaction in 1979 to about $0.29 in 1996, a drop of 14%. The cost series
that excluded transition expenses, and is more representative of long-run costs,
fell by 24% (from about $0.34 in 1979 to about $0.26 in 1996). In real terms, of
course, both reductions were even larger. Relative to the GDP de¯ator, which
rose by 98% from 1979 to 1996, costs with and without transition costs fell by
57% and 61%, respectively.

The solid lines in Fig. 1 were ®tted using parametric cubic splines. 6 Both
®tted lines indicate that costs tended to rise during consolidations and then
tended to fall afterward to levels below their pre-transition levels. Waves of
rising then falling costs were most evident around 1982 and 1994, the periods
when the numbers of data processing sites and service o�ces declined the most.

Fedwire average cost that included transition costs, plotted with squares in
Fig. 1, plus the Private Sector Adjustment Factor (PSAF) were the basis for
setting Fedwire prices. Table 2 shows that Fedwire prices consisted of a basic
transfer fee plus add-ons if the parties to the transfer were ``o�-line'' or if they
required a telephoned advice of credit. In addition, monthly ``®xed fees'' were
charged for the telecommunication links that banks use to connect to Federal
Reserve System o�ces. 7 Costs for on-line transfers were much lower than o�-
line transactions. Over time the prices charged for o�-line transactions have
been adjusted to re¯ect more closely this cost di�erential.

6 See Reinsch (1967) and the SAS Institute (1990, p. 416).
7 Fixed fees are fees for connections that establish and maintain bank-to-Federal Reserve System

networks, dedicated computer-to-computer data-transmission links ($750 monthly), shared leased-

line connections ($450 monthly), and simple dial-up connections ($75 monthly).
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The declines in average cost permitted the Federal Reserve System to lower
the Fedwire basic transfer fee 44% from $0.65 in 1982 to $0.45 in 1997. 8

Relative to the GDP de¯ator, the transfer fee fell 57% from 1982 through
1997. 9 The fees that Fedwire charges banks are a small portion of the cost to
banks of carrying out a Fedwire transfer. While the transfer fee paid by both
sending and receiving banks was about $1.00 in 1993, banks often charged their
retail customers $25 or more for a Fedwire transfer. Thus, the reduction in fees
shown in Table 2 likely had little e�ect on banks' total cost of a transfer. As a
result, the declines in Fedwire average production costs could hardly have been
the reason for the 8.4% annual growth in the number of Fedwire transfers over
the 1979±1996 period.

Prices of data processing and telecommunication equipment: Fig. 2 plots the
prices of data-processing and telecommunication equipment. The dotted line,
labeled Ptc(chained), plots the chain-weighted price of telecommunication
equipment, which rose in nominal terms by 38% over the 1979±1996 period.
The box symbols trace out the ®xed-weight version of the same index. As
shown, the weighting method made no di�erence to the resulting price index
for telecommunication equipment.

The picture for the price of data processing equipment is quite di�erent. The
®xed-weight price index for data processing equipment, plotted with triangle
symbols, fell moderately ± declining 16% from 1979 through 1996. In contrast,
the chain-weighted price index, plotted with a solid line, fell precipitously ±
declining 87% over the same period.

The nominal price of the other inputs used by Fedwire rose, as did the
general price level. Labor used as a Fedwire input rose 246%, building and
maintenance prices rose 217%, and materials and other input prices rose by
about 100%. Because Fedwire's data processing and telecommunication inputs
included the labor and other inputs used in data processing and telecommu-
nication in addition to equipment, the prices of the data processing and tele-
communication inputs did not decline as sharply as did the prices shown in

8 Both the sender and receiver of a Fedwire transfer pay the basic transfer fee in Table 2.
9 Some of the reduction in the basic transfer fee was o�set by increases in other Fedwire fees

shown in Table 2.

Table 2

Nominal dollar fee per Fedwire transfer (1982±1997)

1982 1985 1989 1993 1997

Basic transfer fee 0.65 0.55 0.50 0.53 0.45

O�-line surcharge 3.50 5.50 5.50 10.00 10.00

Telephone advice 2.25 3.00 4.00 10.00 10.00

Source: Federal Reserve System, Division of Federal Reserve Bank Operations and Payment

Systems.
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Fig. 2. Nonetheless, Fig. 2 shows that technical change in data processing re-
duced its price and thereby helped lower Fedwire costs. 10

Input cost shares: Fig. 3 plots the percentage shares of Fedwire costs at-
tributable to each category of inputs: data processing, telecommunication,
labor, and materials. 11 Together data processing and telecommunications
inputs accounted for about three-fourths of Fedwire costs on average over the
1979±1996 period. In 1979, when Fedwire was distributing its processing across
many o�ces, outlays for telecommunication were about seven times as large as
outlays for data processing. During the 1980s, as data processing prices fell
sharply, data processing quantities purchased by Fedwire rose dramatically
resulting in a large rise in its expenditure share.

By 1990, the cost shares for data processing and telecommunication were
nearly equal. However, after 1990, the data processing cost share dropped even
as the price of data processing equipment continued to fall. The only other
change evident from Fig. 3 is that the cost share of (non-data processing and
non-telecommunication) labor had fallen from its 1979 value of about 26% to a
little less than 12% of Fedwire costs. Cost shares for buildings (not shown) and
materials were very small and relatively ¯at by comparison.

10 Recall that the price indices we used for both data processing and telecommunications were

adjusted for imputed technical change by the Bureau of Economic Analysis.
11 Materials consist of the remaining input categories: travel, machines, supplies, and printing

inputs other than those used for data processing and telecommunication.

Fig. 2. The prices of data processing and telecommunication inputs. Note: Fixed-weight and

chained-weight indexes, 1979±1996, 1979� 1.0. Source: Bureau of Economic Analysis (1998). The

®xed-weight indexes used 1992 weights.
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Substituting toward data processing: Fig. 4 plots the ratio of the (chain-
weighted) prices of data processing to telecommunication equipment. It also
plots the ratio of the implied quantities of data processing to telecommuni-
cation. The square symbols plot the ratio of prices and the triangle symbols
plot the ratio of quantities.

The ratio of the prices of data processing to telecommunication, Pdp/Ptc, fell
91% over the 1979±1996 period. As data processing prices fell relative to the
prices of other inputs, Fedwire operations were shifted toward using larger
quantities of data processing and smaller quantities of other inputs. Fig. 4
shows that the ratio of data processing to telecommunication quantities rose as
the ratio of their prices fell.

This raises the question of why consolidation would reduce costs. After all,
one way to shift toward more data processing and away from telecommuni-
cation would be to decentralize operations further and to use a distributed
processing environment, rather than consolidate. The impetus to consolidate
apparently arose from two sources: (1) considerable economies of scale in data
processing operations and (2) the low cost of installing a centralized data
processing site. The costs saved by consolidating data processing apparently
exceeded the expense of the increased quantity of telecommunications inputs
associated with consolidation. Thus, even though the price of data processing
fell relative to telecommunication, costs were reduced by aggregating data
processing and raising the use of the input whose relative price rose.

5. A cost function for Fedwire transfers and variables used in its estimation

We estimated a single equation translog cost function for Fedwire transfers,

Fig. 3. Cost shares for Fedwire inputs.
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lnC � b lnQ� Rki lnPi � 1=2 lnQ lnQ� RRfi;j1=2 lnPi lnPj

� Rgi lnPi lnQ� aDt � dSdp � hSso � e; �1�
where

Our OLSQ regressions were estimated using 864 Federal Reserve District-
level panel observations and again using 72 Federal Reserve System-level time-

C � total cost of Fedwire transfer operations;
Q � number of Fedwire transfers (output);
Pdp � price of data processing input;
Ptc � price of telecommunication input;
Pl � price of labor input;
Pb � price of buildings input;
Pm � price of materials and other inputs;
Dt � dummy variable(s) for technical change;
Sdp � the number of data processing sites; and
Sso � the number of customer service o�ces.

Fig. 4. Data processing and telecommunication equipment: relative price and quatity ratios. Note:

Data pertained to 1979:Q1±1997:Q3. Vertical markers indicate years with consolidation activity,

Chained Price indexes equal one in 1992. Quantities are derived by dividing each nominal ex-

penditure by the relevant price index. The smooth lines are parametric cubic parametric cubic

splines with continuous second derivatives. The method used a piecewise third-degree polynomial

for each set of adjacent points. The polynomial passes through the plotted points and matches the

®rst and second derivatives of neighboring segments at the points (see Reinsch, 1967).
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series observations aggregated from the District-level data. The District-level
data included a dummy variable for each Federal Reserve District and corre-
spondingly omitted the variable measuring the number of data processing sites
(Sdp) but included the number of customer service o�ces (Sso) in the District.
Quarterly data was used in both cases. Appendix A presents detailed de-
scriptions of the data we used. Since our measure of technical change is
somewhat novel, it is discussed here rather than in the Appendix.

Indicator variables for technical change: Three approaches were used to al-
low for disembodied technical change in the Fedwire cost function (1). Our
preferred approach was to identify event-speci®c changes to Fedwire opera-
tions which could be interpreted as technical advances or changes. Five events
were identi®ed and were represented with ®ve dummy variables (Ti).

12 The ®ve
changes were: upgrading the communications network in 1983 (FRCS80);
development of standardized software for transfers in 1987 (RSA); installation
of packet switching capability for transfers in 1989 (SL10); installation of a
more sophisticated encryption system in 1990; and centralization of the pro-
cessing of both intra-district and inter-district transfers in 1994 (FEDNET). 13

Two other approaches to specifying technical change were also used for
comparison. One was a simple linear time trend (t) and the other was a time-
speci®c dummy variable (Dt) which equals 1.0 for each year but is zero for all
prior and later years. The coe�cients on t and Dt provide estimates of the
extent to which costs changed over time apart from changes in scale, input
prices, or the numbers of Fedwire o�ces performing data processing or ser-
vicing functions.

12 Each of these dummy variables took the value of zero before the technical advance occurred

and one thereafter.
13 The dummy variable for the FRCS-80, equaled zero prior to 1983 and was set equal to one

beginning in 1983. In 1987 the Reserve Banks upgraded Fedwire software to allow a uniform

application for transfers. The associated dummy variable, RSA, equaled zero prior to 1987 and was

set equal to one beginning in 1987. In 1989 the Federal Reserve upgraded the SL10 packet switches

in its communication network. The dummy variable SL10 equaled zero prior to January 1987, and

one thereafter. In 1990, a more sophisticated encryption system was introduced. The dummy

variable, LENCRYP, equaled zero prior to January 1990 and one thereafter. And in 1994, FRAS

deployed Fednet, a communications network that replaced the FRCS-80 backbone network and

the 12 Federal Reserve District networks that connected the Federal Reserve Districts to depository

institutions. Fednet was designed to standardize service levels improve reliability, security, and

disaster recovery. The dummy variable FEDNET equaled one after June 1994, and zero prior to

that date. See Board of Governors of the Federal Reserve System (1994, p. 277).
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6. Estimated scale economies, technical change, and consolidation cost savings

As shown in Eq. (1), the standard translog speci®cation includes the square
of the logarithm of output. However, the squared output term was never
statistically signi®cant in our regressions and the correlation between the lnQ
and 1/2(lnQ)2 variables was 0.9999. We found no evidence against the hy-
pothesis of a constant scale cost elasticity and therefore our reported results
were all based on regressions that omitted the square of the logarithm of
output.

Including the output squared term in regressions using System-wide aggre-
gate time-series data (with degrees of freedom of 33 to 49, depending on the
speci®cation of technical change) often produced estimates that implied neg-
ative marginal costs. Rather than U-shaped average cost curves, those esti-
mates suggested inverted U-shaped average cost curves, which seemed unlikely
to have prevailed. Adding the output squared term to regressions on the
District-level panel data (with degrees of freedom of 825 to 841) changed the
estimated scale cost elasticities negligibly.

Scale economies: Earlier econometric cost studies of Fedwire operations
found little evidence of scale economies (Bauer and Ferrier, 1996; Humphrey,
1982, 1984) with most transfers being processed in operations with constant
returns to scale. Our econometric results, which use data from a much longer
time span, suggest that there are considerable scale economies for Fedwire
operations and these results are more consistent with estimates of scale elas-
ticities for other Federal Reserve electronic payment services. 14

Table 3 presents our estimated scale cost elasticities and estimates for dis-
embodied technical change. Regardless of which technical change variable we
used, the estimated scale cost elasticities based on panel data hovered around
one-half when the District-level data set was used. 15 As noted above, the
District-level data set was quite large (864 panel observations) and hence
contained more variation than the System-level aggregated data (72 time-series
observations). Perhaps as a result, the scale economies estimated with the ag-

14 Both Bauer and Hancock (1995) and Bauer and Ferrier (1996) found that the Federal

ReserveÕs automated clearinghouse operations had signi®cant scale economies.
15 Based on the regression coe�cients and the actual values of the price variables used in Eq. (1),

we calculated a scale cost elasticity estimate for each quarter in our 1979±1996 estimation period.

Table 3 shows the averages across time of those quarterly elasticities. For the District-level data,

where degrees of freedom were less of a concern, we additionally used the generalized least squares

(GLS) and within techniques for estimating a cost frontier. These techniques are described in Bauer

and Hancock (1993). The translog cost function (1) and its corresponding share equations were

both used in the implementation of these techniques. Despite their di�erent assumptions regarding

the correlation of the ine�ciency terms with other regressors, both of these estimation techniques

yielded estimates of scale economies that were not markedly di�erent from those obtained using a

single equation model estimated with OLSQ. We therefore present the OLSQ results.
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gregated data were unstable across the three di�erent technical change speci-
®cations (even becoming mildly negative in two instances). For our preferred
speci®cation of technical change (Ti), the scale economy estimate was positive
and suggested a cost elasticity of 0.20.

Due to the low degrees of freedom and apparent instability of the scale
estimates with the aggregate data, we deleted the 10 estimated own and cross-
price interaction terms speci®ed in Eq. (1) and reestimated the model. With
more degrees of freedom, in the worst case only rising from 33 to 43, all the
reestimated scale cost elasticities were positive and much closer to the average
value of 0.51 found with the District-level data (and shown in Table 3). The
new scale economies ranged from 0.28 to 0.42 when transition costs were ex-
cluded and from 0.44 to 0.88 when these expenses were included. Conse-
quently, a scale cost elasticity on the order of one-half is supported in this
study.

Technical change: The right half of Table 3 shows the estimated annual rates
of disembodied technical change in Fedwire production. 16 We place the most
con®dence in the results shown at the top row of Table 3, which was based on
the event-speci®c technical change approach (Ti) and thus incorporates our a
priori information about when Fedwire's data processing and telecommuni-
cation technology actually changed. Though Ti probably could not capture all
the technical advances achieved by Fedwire, it would likely correspond more
closely to those that did take place and to those that did not than the alter-
native dummy variables, t and Dt.

Table 3

Estimated Fedwire scale cost elasticities and technical change 1979±1996

Technical change

dummy variable

Scale cost elasticity Annual technical change

Aggregate data District

panel data

Aggregate data District

panel datatransition costs transition costs

Included Excluded Included Excluded

Event-speci®c Ti 0.207 0.205 0.523 0.014 0.008 0.002

Time-trend t ÿ0.051 ÿ0.020 0.500 ÿ0.031 ÿ0.032 ÿ0.009

Time-speci®c Dt ÿ0.211 ÿ0.055 0.524 ÿ0.014 ÿ0.007 0.006

16 We calculated the average annual percentage rate of technical change from the estimated

coe�cients. The coe�cients on the ®ve dummy variables for the event-speci®c technical changes to

Fedwire indicate the percentage change in costs attributable to those changes. The average annual

percentage rate of technical change was calculated by summing the 5 estimated coe�cients and then

dividing that sum by 17 (� 1996±1979). The linear time trend, t, ranged from 1 to 72 for the 18

years of quarterly data. The associated coe�cient was multiplied by 4 to obtain the estimated

annual technical change. For the time-speci®c index (Dt), each year's index was speci®ed as (0.4,

0.8, 1.2, 1.6) so that the coe�cient estimates re¯ect an annual rather than a quarterly change.
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The top row of Table 3 suggested that technical change was plausibly signed
and sized. The estimate based on aggregate data that excluded transition costs
suggested that technical change was 0.8 to 1.4% annually, which is not very far
from the average, national, private-sector, productivity growth over this period
of about 1.1% . The results based on applying the ti speci®cation for technical
change to panel data pointed toward average technical change of nearly zero
(0.2% annually).

Regardless of which technical change variable was used, our results show
smaller values for technical change on Fedwire than that which was previ-
ously estimated by Bauer and Ferrier (1996). This earlier study suggested
that technical change averaged 6% a year, and they found almost no scale
economies. We considered two reasons why our results would markedly
di�er from those reported in Bauer and Ferrier (1996). First, the Bauer and
Ferrier (1996) study used a relatively short ®ve year panel data set. Second,
we used input prices ± for data processing and telecommunications ± that
have been adjusted for technical change in the industries producing these
products.

When we used the same ®ve years of data as did Bauer and Ferrier (1996) to
estimate our cost function models (with the three di�erent approaches for
measuring technical change), we did not ®nd much evidence of long-run
economies of scale nor did we ®nd much evidence of technical progress. A
glance at Fig. 1 suggests that the System-level average cost curve during this
period was relatively ¯at. However, when we used ®xed-weighted price indexes
for data processing and telecommunications equipment to construct our input
prices in conjunction with a time-trend to measure technical change (not our
chain-type indexes), we obtained technical change estimates in the range that
was reported by Bauer and Ferrier (1996). This holds regardless of whether we
used the ®ve-year period for our District-level panel data, our 1979±1996 pe-
riod District-level panel data, or System-level time-series data. Interestingly,
the use of the ®xed-weighted price indexes did not materially a�ect our esti-
mate of technical change when our other two measures of technical change (Ti

and Dt) were employed. These ®ndings suggest that the reduction in the real
prices of these two important inputs over our 1979±1996 period stemmed
primarily from technical advances in the computing and telecommunications
industries and that Bauer and FerrierÕs usage of ®xed-weighted indexes ac-
counted for their larger estimate of apparent disembodied technical change for
Fedwire.

Cost e�ects of consolidation: The number of Federal Reserve data pro-
cessing sites (Sdp) and customer service o�ces (Sso) were used as our mea-
sures of operational consolidation. The ®rst two rows of Table 4 presents
estimates of the percentage change in Fedwire costs that resulted from closing
a single data processing site and a single customer service o�ce. These esti-
mates are based on the Sdp and Sso coe�cients estimated in Eq. (1) using our

408 D. Hancock et al. / Journal of Banking & Finance 23 (1999) 391±421



preferred measure of technical change; namely, the event-speci®c measure Ti.
Cost are reduced by 0.8% for each data processing site closed but raised by
0.03% for each customer service o�ce closed. Since nine data processing and
24 service o�ces were closed due to Fedwire consolidation, it is estimated
that costs fell by around 6.5% overall from this source alone. This represents
one-fourth of the total 24% reduction in Fedwire average cost over 1979±
1996.

7. Summary and conclusions

Banks face fewer geographical constraints than in the past and can now
branch nationwide. If they expand by internal growth or by merger, they will
face decisions on whether or not to consolidate their back-o�ce operations.
We sought insight into the e�ects of consolidating banks' back-o�ce opera-
tions by studying the experience of the Federal Reserve in consolidating
Fedwire payment operations.

From 1979 to 1996, the period during which Fedwire drastically reduced the
numbers of its data processing sites and customer service o�ces, average
Fedwire cost fell about 24% ± in real terms, it fell 62%. We estimated how
much Fedwire costs were a�ected by operational consolidation, as well as by
scale economies and technical change. Our preferred speci®cation implied that
Fedwire consolidation reduced costs by around 6%, or one-fourth of the total
reduction of 24%.

Our estimates, whether based on Federal Reserve District-level panel data
or System-level aggregated time-series data, indicated that Fedwire exhibited
large economies of scale. The District panel data suggested a scale cost elas-
ticity of about one-half; the aggregate data suggested it was about one-®fth. A
more parsimonious estimation with System-level data, however, gave scale cost
elasticities much closer to the District-level results. Although we have more
con®dence in the District-level results, both sets of estimates suggest that av-
erage costs would fall markedly with the volume of output.

The more weight that is placed on the District, as opposed to the aggregate,
level data and results, the more our estimates suggested that the decline

Table 4

E�ects on costs of o�ce consolidation

Aggregate data (1979±1996)

Percentage change in costs due to:

1. Closing one data processing site ÿ0.798

2. Closing one customer service o�ce 0.026

3. Closing 9 data processing sites and 24 customer service o�ces ÿ6.571

Note: Cost model with event-speci®c technical change and transition costs excluded.
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in Fedwire costs did not stem from disembodied technical advance in the
Fedwire operation. Technical advance appears to have been rapid in areas
related to ®nancial services, and indeed our prices for data processing and
telecommunication inputs suggested that this is where the technical advance
occurred. Their technical advances lowered the cost of Fedwire's largest inputs,
rather than being expressed as technical change in the Fedwire cost function
(see Appendix B).

Our estimates showed little indication that scale economies in Fedwire op-
erations have yet been exhausted. If electronic payments via Fedwire continue
to grow rapidly, production costs of Fedwire funds transfers ought to decline
considerably. Absent reasons for technical advance to slow in the data pro-
cessing and telecommunication industries, the prices of their outputs will
continue to fall, and we may expect further reductions in Fedwire costs and
fees.
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Appendix A. Data

Output quantities. The quantity of output (Q) was the total number of
Fedwire transfers sent and received at each data processing site. Planning and
Control System (PACS) reports information on the number of transfers that
originated in each District, the number of inter-District originations, and the
sum of total originations and inter-District receipts. The number of intra-
District originations (equal to intra-District receipts) were obtained by subtr-
acting inter-District originations from total originations. The number of total
transfers processed at each site was de®ned as the sum of originations (inter-
and intra-District) and receipts (inter-and intra-District). Because we counted
both the origination and receipt of transfers, this number is twice the number
of transfers processed; alternatively, this is the number of times that Fedwire
transfers changed balances in accounts at the Federal Reserve Banks. Since
both the sending and the receiving depository institutions were charged a fee
for a Fedwire transfer, this measure of output is consistent with the way that
Fedwire transfer prices are quoted.
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Total costs. The total costs for Fedwire (C) included direct and support
costs. 17 Total costs consisted of expenditures for the following inputs: data
processing (dp), telecommunication (tc), labor (l), buildings and their main-
tenance (b) and materials (m). Data for the expenditures on these inputs came
from PACS.

Data processing inputs. The prices of data processing and telecommunication
inputs re¯ected not only the cost of data processing and telecommunications
equipment, but also the costs of the labor, buildings, printing, supplies, ship-
ping, travel, and managerial overhead attributed to producing the data pro-
cessing and telecommunication service inputs to Fedwire. Expenditures for
data processing included centralized and local data processing costs, data
system support costs, centralized end-user automation costs, and apportioned
Federal Reserve Automation Services (FRAS) infrastructure costs. 18

Operating and transition costs associated with the early 1990s consolidation
were allocated partly to the Fedwire transfer operations and the remainder to
the Fedwire book-entry securities operations. These costs were allocated in
proportion to the share of data processing costs each of these two operations
incurred during the four-quarter period just prior to the consolidation
(1991:Q4±1992:Q3). Operating costs were de®ned as the costs of the data
processing applications that were actually in use. The costs of duplicate, or
excess, capacity were de®ned as all remaining costs.

Two price indexes were constructed for the input of data processing service,
which consisted of equipment and the support services used to produce data
processing services for Fedwire. One index was based on a chain-weighted price
index for information processing and related equipment (i.e., o�ce, computing,
and accounting machinery); the second price index for data processing service

17 Our measure of total costs excluded (1) imputed costs that are part of the Private Sector

Adjustment Factor (PSAF) and (2) some overhead costs and District project costs. The Monetary

Control Act of 1980 requires the Federal Reserve to establish fees that over the long run recover all

the direct and indirect costs of providing services to depository institutions, as well as imputed

costs, such as the income taxes that would have been paid and the pre-tax return on equity that

would have been earned had the Federal Reserve-provided services been provided by a private

sector ®rm. These imputed costs are collectively known as the PSAF. District project costs are

typically those incurred by individual Federal Reserve Districts in conjunction with special building

projects or software enhancements that were also used by other Districts.
18 FRAS infrastructure costs were apportioned to data processing costs and communications

costs using each component's share of total expenditures on data processing and communications

exclusive of these infrastructure costs.

D. Hancock et al. / Journal of Banking & Finance 23 (1999) 391±421 411



was based on a ®xed-weight implicit price de¯ator for equipment. 19 Fig. 2 in
the text plots both price indexes for data processing equipment. 20 Not sur-
prisingly, in light of the size of the shifts in the relative prices of various types of
data processing equipment, the two equipment price indexes di�er markedly.

One possible reason for this divergence was that the weights in the chain-
weighted index rose over time for equipment sub-categories within the equip-
ment category whose prices fell and quantities rose relative to other sub-cat-
egories. 21 Another possible reason was that the composition of purchases
across sub-categories may have changed apart from changes in relative prices.
Thus, the chain-weighted index, which based weights on expenditures for the
surrounding years, re¯ects more accurately changes in prices for the entire
category of data processing equipment. In contrast, the ®xed-weight index was
based on 1992 weights. A third reason for the di�erence between the two
equipment price indexes may be that the chain-weighted indexes used prices
adjusted via a hedonic regression technique that allowed for changing bundles
of characteristics.

The data system support services operation primarily developed software.
We used expenditures for labor and the hours worked in data system support
services of each Federal Reserve District to construct the price index for labor
used in data system support services. We used that as a price index for data
system support services.

We used the price indexes and quantities for equipment and for data system
support services in each Federal Reserve District to construct two Divisia price
indexes for the data processing service in each Federal Reserve District. One
Divisia index used the chain-weighted price index and the other used the ®xed-
weight price index for equipment. 22 The (geometrically-averaged) weights in
the Divisia indexes for each period were the current expenditure shares of each
of the two components.

19 These equipment price indexes both pertained to ``Private Purchases of ProducersÕ Durable

Equipment''. Both came from the Bureau of Economic Analysis. (The chained indexes came from

STATUSA.)
20 See Sad�ee (1996) for a discussion of the samples used and the types of computer and peripheral

equipment included. The chain-type index used annual weights from the 10-digit level harmonized

codes from the merchandise trade data.
21 See Triplett (1992) for a discussion of the chain index procedure. See Bureau of Economic

Analysis (1996) for a discussion of how chain-type measures and de®nitional and classi®cation

changes have a�ected the National Income and Product Account tables.
22 Divisia indexes have several desirable properties as index numbers: (1) Divisia indexes are

chained Laspeyres Indexes; (2) Divisia indexes are also chained Paasche and Fisher Ideal indexes;

(3) Divisia indexes are symmetric in prices and quantities; and (4) Divisia indexes are exact or

``Superlative'' indexes for a homogeneous translog aggregator function. For a discussion about the

index number properties of Divisias see Diewert (1976).
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We then constructed a second-level Divisia index for each District by
combining each District's Divisia price index for data processing service with a
District-speci®c Divisia price index, which was based on the mean of the
District data in 1979. This produced a multilateral Divisia index for each
District. We constructed a Divisia index for the price of data processing ser-
vices at the System level by using the expenditures and prices for the 12 Federal
Reserve Districts on equipment and data system support services.

Telecommunication inputs. The costs to the Fedwire transfer operation of
telecommunication arose from data and voice communications. Telecommu-
nication costs included both centralized and local data communication costs,
FRAS, National Management Control Center costs, communications costs,
and apportioned FRAS infrastructure costs. 23 In January 1983, the Federal
Reserve installed FRCS-80, a backbone network. It is possible that some of the
telecommunication costs reported for 1982 were incurred in the testing and
building of this network. In 1990, the Federal Reserve Districts installed a new,
centrally-managed communications network to replace FRCS-80, as well as
the 12 separate, intra-District networks.

As our measure of the price of telecommunication inputs, we used the chain-
weighted and ®xed-weight price indexes for communications equipment pub-
lished by the Bureau of Economic Analysis. These data, which came from the
National Income and Product Accounts, did not vary across Federal Reserve
Districts. (Fig. 2 in the text plots both price indexes for telecommunication.)

Labor, buildings, and materials inputs. The costs of labor inputs included
salaries, and retirement and other bene®ts. These costs fell from 26% to a little
less than 12% of total Fedwire costs over the 1979±1996 period.

We constructed a separate index for the price of labor in each Federal
Reserve District by dividing expenditures for labor by quantity of labor, for
which we used the number of full-time equivalent employees. We constructed a
Divisia index for the price of labor at the System level from the price and
quantities of labor used in each Federal Reserve District.

Building costs included building insurance, taxes on real estate, deprecia-
tion, utilities, rent, and housekeeping services. The recorded share of building
costs in total costs was less than 3%. One reason PACS recorded such low
numbers was that there were no interest expenses associated with the ®nancing
of buildings since the Federal Reserve pays for them out of current earnings. 24

As a proxy for the price of buildings, we used indexes for replacement cost
of buildings, which were available for each Federal Reserve Bank city from the

23 We apportioned FRAS infrastructure costs to data processing and telecommunication costs

according to each component's share of total expenditures.
24 The PSAF included imputed interest expenses for ®nancing the purchase of buildings. See

Board of Governors of the Federal Reserve System (1992).
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R.S. Means Company. 25 We adjusted the per-square-foot replacement cost for
depreciation, which we assumed followed a 32-year, straight line schedule. For
the System-wide price of (the services provided by) buildings, we calculated a
Divisia price index from the data on building expenditures of each Federal
Reserve District and the proxy for the District price of buildings.

The costs of materials inputs included the costs of forms, parts, supplies,
equipment that was expensed rather than capitalized, equipment rentals,
equipment repairs and maintenance, shipping and postage, travel, and printing
and duplicating. Taken together, materials costs totaled only 2±3% of costs.

In a manner analogous to the way we handled the price of data processing
services, we constructed separate Divisia indexes of the price of materials for
the District and for the System levels. We estimated the price of equipment and
related items using formulas for the service price of capital goods presented by
Hall and Jorgenson (1967). We used the yield on Aaa corporate bonds as the
relevant nominal interest rate. We approximated capital gains (and losses) with
the percentage rate of change of the chain-weighted implicit price de¯ator for
GDP. 26 We assumed a four-year, straight-line depreciation schedule. For the
price of shipping and travel expenditures, we used the chain-weighted price
index for aircraft as a proxy. 27 For the catch-all category ``other materials'',
we used the chain-weighted implicit price de¯ator for GDP.

As we did for data processing services, we constructed multilateral chain-
type Divisia price indexes for materials for each Federal Reserve District from
each District's expenditures on and price indexes for each component of ma-
terials. We calculated a multilateral Divisia index for the System level price of
materials following the same procedure that we used for data processing ser-
vices.

Appendix B. Fedwire cost function parameter estimates

25 Data on replacement costs for buildings were taken from Means (1992).
26 The interest rate on Aaa corporate bonds came from Board of Governors of the Federal

Reserve System, 1979±1997, Table A26. The implicit price de¯ator series for gross domestic

product are published in Council of Economic Advisors (1997).
27 These data are published in Table 7.8 of the National Income and Product Accounts entitled

``Chain-type Quantity and Price Indexes for Private Purchases of ProducersÕ Durable Equipment

by Type''.
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